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NONTECHNICAL SUMMARY

Many central banks have explicit inflation targets that they attempt to achieve. Section 2 looks at possible criteria for choosing an inflation index for purposes of monetary targeting.

Section 3 argues that the most useful target indexes will be associated with broad output flows that appear in the system of national accounts. Cases could be made for target price indexes that correspond to $C + I + G + X, C + I + G, C + I$ (but not $C + I + G + X - M$). In addition to a primary target price index like the Consumer Price Index, it will be useful for the central bank to have available (for monitoring purposes) output and input price indexes that apply to the private production sector. The output price index will be a comprehensive producer price index (at basic prices), which will weight (gross) output prices positively and domestic intermediate prices negatively. The input price index will be an aggregate of import prices, wage rates, user costs of reproducible capital and land and resource user costs. These two indexes are required to
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deflate the value of outputs and the value of inputs respectively into measures of real output and real input and these latter measures in turn can be used to form productivity measures.

Section 4 looks at a price index for the components of household wealth as a possible target inflation index. However, household wealth does not seem to be as fundamental as consumption. Wealth is the nominal constraint in the consumer’s intertemporal budget constraint and as such, the “price” of wealth has no real economic meaning. If we try to think about wealth in real terms, then the most natural thing to do is to deflate it by the consumer price index. However, since ALCHIAN and KLEIN made a theoretical argument advocating that central banks target a price index for wealth, some space is devoted to the limitations of their argument.

Once we have decided on a transactions domain of definition for the inflation index that the central bank is to target, it is still necessary to decide on an index number concept; i.e., how exactly are the many thousands of individual prices to be combined into an overall index? Thus in section 5, four alternative approaches to index number theory are considered. These approaches are: (i) fixed basket approaches; (ii) the test approach; (iii) the stochastic approach and (iv) the economic approach. It turns out that these four approaches to index number theory generate three index number formulae that turn out to be “best”. Fortunately, these three formulae turn out to approximate each other very closely so that for many purposes, it is not necessary to pick any one of the four broad approaches to index number theory as being “best”.

With all of the above introductory material in hand, section 6 looks at the properties of the Harmonized Index of Consumer Prices. A few methodological difficulties are found with the HICP. However, every Consumer Price Index faces certain methodological difficulties.

Section 7 takes a look at some of the more difficult measurement problems that arise when a statistical agency attempts to construct a Consumer Price Index. These problems include the treatment of quality change, substitution or representativity bias, chained versus fixed base indexes, the choice of formula at the lowest level of aggregation and the treatment of owner occupied housing and seasonal commodities. Tentative “solutions” to many of these problems are presented.

Section 8 concludes.
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1. INTRODUCTION

“The answer to the question what is the Mean of a given set of magnitudes cannot in general be found, unless there is given also the object for the sake of which a mean value is required.” Francis Y. Edgeworth (1888, p. 347)

“Thus, there are many cost of living index answers because there are many cost of living questions. Each question can be thought of in terms as a compensation for inflation, and each cost of living index is an answer that provides an appropriate measurement for some purpose.” Jack E. Triplett (1983, p. 460).

The Harmonized Index of Consumer Prices (HICP) published by Eurostat, restricted to the 12 European Union countries who have adopted the Euro as their currency, is the index used in the European Central Bank’s definition of price stability. Loosely speaking, it is the target price index for the European Central Bank. But what is a “ideal” price index to target for inflation monitoring purposes? And how does the HICP stack up as an index that the central bank should use for inflation targeting purposes? We will attempt to provide tentative answers to these two questions.

What exactly is a central bank target inflation index? We discuss this question in more detail in section 2 below. It must be a broad or general measure of price change occurring between two periods. But what exactly is the domain of definition of an “inflation” index; i.e., over what set of economic agents or institutional units and over what set of commodities and transactions will the index be defined? We discuss possible answers to this question in sections 3 and 4 below where we use the structure of the System of National Accounts to provide possible transaction domains of definition. Once the domain of definition problem has been settled, there is also the problem of choosing an appropriate index number concept in order to implement the target index. This problem is discussed in section 5.

Having looked at the problem of choosing an inflation measure to target from an a priori theoretical point of view in earlier sections, in section 6 we look at the properties of Eurostat’s Harmonized Index of Consumer Prices and compare these properties with the “ideal” index. In section 7, we look at some of the difficult measurement problems that both the HICP and an ideal inflation measure must deal with in practice.

Section 8 concludes.

1. This collection of countries is referred to as the Euro area. Eurostat also calculates HICP’s for the three EU countries outside the monetary union (the UK, Denmark and Sweden) as well as for Iceland and Norway (who are not formal members of the EU).

2. “Upon announcement of the monetary policy strategy, the Governing Council decided to provide a quantitative definition of price stability in the Euro area: ‘a year-on-year increase in the Harmonized Index of Consumer Prices of below 2 percent’. The use of the word ‘increase’ makes it clear that year-on-year falls in the HICP are inconsistent with the definition of price stability. The definition is therefore symmetric, in the sense that it excludes both negative and significantly positive rates of change in the price index.” Issing (2001; p. 194–195).
2. CRITERIA FOR CHOOSING AN INFLATION INDEX FOR MONETARY POLICY PURPOSES

When we choose a price index for inflation targeting purposes, two important decisions have to be made:

- What is the set of transactions in the economy under consideration that should be in the target index domain of definition?
- Once the transactions domain of definition has been chosen, what index number concept should we choose for the price index that pertains to the chosen transactions?

Early “inflation” theories for the price index specified that the set of transactions that the price index should encompass is the set of all monetary transactions that occurred in the economy in the two periods being compared. This domain of definition for an “inflation” index dates back to Irving Fisher at least:

> "Without attempting to construct index numbers which particular persons and classes might sometimes wish to take as standard, we shall merely inquire regarding the formation of such a general index number. It must, as has been pointed out, include all goods and services. But in what proportion shall these be weighted? How shall we decide how much weight should be given, in forming the index, to the stock of durable capital and how much weight to the flow of goods and services through a period of time, the flow to individuals, which mirrors consumption? The two things are incommensurable. Shall we count the railways of the country as equally important with a month’s consumption of sugar, or with a year’s?

To cut these Gordian knots, perhaps the best and most practical scheme is that which has been used in the explanation of the \( P \) in our equation of exchange \([MV = PT]\), an index number in which every article and service is weighted according to the value of it exchanged at base prices in the year whose level of prices it is desired to find. By this means, goods bought for immediate consumption are included in the weighting, as are also all durable capital goods exchanged during the period covered by the index number. What is repaid in contracts so measured is the same general purchasing power. This includes purchasing power over everything purchased and purchasable, including real estate, securities, labor, other services, such as the services rendered by corporations, and commodities.” Irving Fisher (1911, p. 217–218).

Thus Fisher suggested that the inflation index should be a price index that applies to all monetary transactions that take place in the two periods under consideration. However, under present economic conditions, this extremely broad definition of an “inflation” index is of limited use and rarely implemented due to the preponderance of trans-

---

3. Fisher’s (1911; p. 201) original choice of functional form for the price index in his equation of general purchasing power was the Paasche index.

4. When we speak of “monetary transactions”, do we mean to include only transactions that are conducted using currency and checking accounts or do we want to include transactions conducted through broader monetary instruments such as credit cards?
actions in currency and stock market trading, which totally overwhelm other more interesting transactions.\(^5\) Thus it is necessary to narrow the scope of “all monetary transactions” to a smaller domain of definition that encompasses transactions over a specified set of commodities and a specified set of transactors. Choosing the set of transactions to be covered by “the” inflation price index we term the domain of definition (or scope of the index) problem.\(^6\)

In addition to choosing a domain of definition for the target inflation index, we also need to choose an index number concept. In order to do this, it will be useful to specify the nature of a price index a bit more formally as follows. First, as noted above, the domain of definition for a value aggregate \(V\) must be chosen. It refers to a certain set of transactions pertaining to a time period. We now consider the same value aggregate for two time periods, periods 0 and 1. For the sake of definiteness, we call period 0 the base period and period 1 the current period and we assume that we have collected observations on the base period price and quantity vectors, \(p_0 = [p_0^0, \ldots, p_N^0]\) and \(q_0 = [q_0^0, \ldots, q_N^0]\) respectively, as well as on the current period price and quantity vectors, \(p_1 = [p_1^1, \ldots, p_N^1]\) and \(q_1 = [q_1^1, \ldots, q_N^1]\) respectively.\(^7\) The value aggregates in the two periods are defined in the obvious way as:

\[
V^0 = \sum_{i=1}^N p_i^0 q_i^0, \quad V^1 = \sum_{i=1}^N p_i^1 q_i^1. \tag{1}
\]

A price index pertaining to the specified value aggregate is defined as a function or measure which summarizes the change in the prices of the \(N\) commodities in the value aggregate from situation 0 to situation 1. More specifically, a price index \(P(p^0, p^1, q^0, q^1)\) along

---

5. *Fisher* (1911; p. 225–226) noted that it would be difficult to obtain data for all transactions: “It is, of course, utterly impossible to secure data for all exchanges, nor would this be advisable. Only articles which are standardized, and only those the use of which remains through many years, are available and important enough to include. These specifications exclude real estate, and to some extent wages, retail prices, and securities, thus leaving practically nothing but wholesale prices of commodities to be included in the list of goods, the prices of which are to be compounded into an index number.” *Fisher* (1911; p. 226–227) went on to argue that for the United States in the early years of the century, real estate transactions amounted “only to a fraction of 1 per cent of the total transactions”, security transactions amounted to “about 8 per cent of the total transactions of the country”. Wages “amount to about 3 per cent and retail prices could be omitted “because wholesale and retail prices roughly correspond in their movements”. Obviously, these rough approximations are no longer relevant; currency transactions alone account for about $1.4 trillion US dollars per trading day.

6. As we have seen *Fisher* (1911; p. 204–230) provided an extensive discussion of the domain of definition problem as did Knibbs (1924; p. 47–49), Pollak (1989), Diewert (1997) and Triplett (2001; F320-F322). Diewert (1997; p. 134–136) discussed whether seasonal goods should be excluded from the household domain of definition, whether consumer durables should be excluded, whether future goods or savings should be included, whether leisure should be included, whether commodity taxes should be included, and whether commodities that have highly variable prices should be excluded.

7. Note that we are assuming that there are no new or disappearing commodities in the value aggregates.
with the corresponding quantity index (or volume index) $Q(p^0, p^1, q^0, q^1)$ are defined to be two functions of the 4N variables $p^0, p^1, q^0, q^1$ (these variables describe the prices and quantities pertaining to the value aggregate for periods 0 and 1) where these two functions satisfy the following equation:

$$V^1/V^0 = P(p^0, p^1, q^0, q^1)Q(p^0, p^1, q^0, q^1).$$ (2)

If there is only one item in the value aggregate, then the price index $P$ should collapse down to the single price ratio, $p_1^1/p_0^0$ and the quantity index $Q$ should collapse down to the single quantity ratio, $q_1^1/q_0^0$. In the case of many items, the price index $P$ is to be interpreted as some sort of weighted average of the individual price ratios, $p_1^1/p_0^1, \ldots, p_N^1/p_N^0$.

The above approach to index number theory shows that the index number problem can be regarded as the problem of decomposing the change in a value aggregate, $V^1/V^0$, into the product of a part that is due to price change, $P(p^0, p^1, q^0, q^1)$, and a part that is due to quantity change, $Q(p^0, p^1, q^0, q^1)$. This approach to the determination of the price index is the approach that is taken in the national accounts, where a price index is used to deflate a value ratio in order to obtain an estimate of quantity change. Thus in this approach to index number theory, the primary use for the price index is as a deflator.

Note that once the functional form for the price index $P(p^0, p^1, q^0, q^1)$ is known, then the corresponding quantity or volume index $Q(p^0, p^1, q^0, q^1)$ is completely determined by $P(p^0, p^1, q^0, q^1)$. In section 5 below, we will consider in more detail the problems involved in choosing a specific functional form for the price index $P(p^0, p^1, q^0, q^1)$.

Obviously, we need some criteria for choosing both an appropriate domain of definition and index number concept for the central bank target index of inflation. Some possible criteria are:

- the index should have broad coverage rather than be narrow in scope;
- the index should be comparable across countries or regions;
- the index should be timely; i.e., appear frequently rather than infrequently;
- the index should be reliable; i.e., it should not exhibit random fluctuations from period to period;
- the index should be objective and reproducible; i.e., different statisticians given the specifications for the index and the same basic data should produce the same index number value;
- the index should be as simple as possible so that it can be explained to the public;
- the index should be theoretically consistent if possible; and finally,
- the index should be inexpensive to produce.

Some discussion of the above criteria is called for. In particular, not all of the criteria need be mutually consistent. For example, the criteria of timeliness and reliability can

---

8. The first person to suggest that the price and quantity indices should be jointly determined in order to satisfy equation (2) was Fisher (1911; p. 418). Frisch (1930; p. 399) called (2) the product test.
be in conflict: the shorter that we make the time period, then typically, the amount of random noise in the index will increase. Usually, the reliability and cheapness criteria will be in conflict (it costs more to make the index more reliable due to increased sampling costs, etc.) as will be the broadness and cheapness criteria. Objectiveness and broadness of coverage may also be in conflict: objectiveness could be interpreted to mean an absence of imputations (or at least imputations that are not reproducible) and this can lead to problems in imputing rents for owner occupied dwellings. But if the index excludes imputations for owner occupied rent, then the broadness requirement of the index may be impaired. Moreover, excluding imputed rents for owner occupied dwellings may lead to a lack of comparability in the index across regions. The requirement that the index be simple would seem to rule out indexes that make use of rather complicated economic theories. However, some commodities are inherently difficult to price (e.g., the treatment of bank services, insurance and gambling expenditures) and it may be necessary to rely on economic theory to give possible approaches to constructing prices for these difficult to measure services. Leaving out these difficult to price services would conflict with the broadness criterion.

Obviously, the fact that we cannot come up with a definitive, mutually consistent list of criteria that the "ideal" inflation index should satisfy means that our discussion of possible alternative domains of definition for the index cannot be definitive; our discussion can only suggest some "reasonable" possibilities that should be considered.

In order to choose "the" appropriate inflation index, it is first necessary to ask about the purpose that the index would be used for. Our primary purpose for the inflation index is as the formal target index of inflation that central bankers could target or are obliged to target in order to fulfill their mandates to maintain price stability. However, the inflation index could also serve to fulfill other purposes. Hill notes that there are several uses for such an index in the national accounts:

"A general index of inflation is needed for a variety of purposes. In the SNA, it is used to calculate the following: neutral and real holding gains and losses, internal and external trading gains and losses, real national and disposable income, real interest and constant intra-period price level (CPL) accounts. In business accounting it may be used for similar purposes, such as Current Purchasing Power accounting. A general price index is needed for policy purposes to monitor the general rate of inflation and to set inflation targets. It may also be used to implement indexation agreements under conditions of high or chronic inflation... In general, the most suitable multipurpose general price indices seem to be those for total final uses or for total domestic final uses. Whatever index is preferred, however, it must be stressed that there remains a need for a range of

9. From Figure 1 in Fielding and Mizen (2001: p. 28), it appears that the variability of monthly inflation rates for seven EU countries was greater than the corresponding quarterly rates. The data used were from the Eurostat monthly price database over the period 1983(1) to 1994(12) for nine product categories.

10. From Hoffmann and Kurz (2001: p. 3), only 40% of Germans live in owner occupied dwellings while from Bover and Velilla (2001: p. 4), about 85% of Spaniards live in owner occupied dwellings. Thus dropping imputed rents from the index domain of definition would make the German and Spanish inflation indexes somewhat incomparable.

11. This literature is reviewed by Meyer (2001) and Zieschang, Bloem and Armknecht (2001).
other price indices to meet more specific analytic and policy purposes. A general index of infla-
tion should not drive out other indices.” Peter Hill (1996, p. 16-17).

Thus both the national accounting literature and the recent literature on inflation target-
ing suggest that a general measure of inflation is needed for various purposes. The ques-
tion is: what exactly should this general measure be; i.e., what are possible sets of transac-
tions that could be used as the domain of definition for this general purpose price index?

Some possible domains of definition are:

- The set of all monetary transactions that take place in the economy.
- Flow aggregates taken from the national accounts.
- Asset or wealth price indexes.
- Flow aggregates taken from economic theory.

We have already discussed the first possibility and noted that due to the preponderance
of transactions that are involved in currency trading, enthusiasm for the set of all mone-
tary transactions as the appropriate domain of definition for the inflation index seems to
be limited.

The system of national accounts decomposes the economy into flows that are classi-
fied by commodity and by institutional sector (mainly households, domestic producers,
governments and the rest of the world). Many of the value cells in the national accounts
classification give rise to price indexes or deflators which could be candidates for the in-
flation index. We will consider several possible flow account transactions domains in the
following section and then consider stock account domains in section 4 below.

3. THE TARGET INDEX AND THE SNA FLOW ACCOUNTS

Let us partition the economy into two sets of institutional sectors: (1) households, govern-
ments and the rest of the world (ROW); (2) private and public domestic producers. We
also distinguish two classes of goods: (1) outputs produced by domestic producers: con-
sumption $C$, government final demands $G$, gross investment expenditures $I$ and exports
$X$; (2) primary inputs utilized by domestic producers: imports $M$, labour inputs $L$, capital
inputs $K$ and natural resource and land inputs $R$. Putting the two classifications together,
the economy can be approximately\textsuperscript{12} described as follows:

\begin{align*}
\text{Households, Governments, ROW} & \quad \text{Domestic Producers} \\
\text{Output Markets} & \quad (i) \ C + G + I + X \quad (ii) \text{Outputs less domestic intermediates} \\
\text{Inputs} & \quad (iv) \ M + L + K + R \quad (iii) \text{Primary inputs plus imports}
\end{align*}

The above fourfold classification of the value cells for the national accounts is almost the
traditional one: the only difference is that we have moved imports down one line and

\textsuperscript{12} We have neglected the treatment of taxes and many other complications.
classified them as primary inputs. The transactions in cell (i) represent total final expenditures, \( C + G + I + X \). By the usual national income accounting arguments (i.e., demand equals supply and each sector or economic agent has a balanced budget during the accounting period), the value flows in (i) can be estimated by the value flows in (ii), (iii) or (iv). Each of the value flows (i) to (iv) considered as ratios over two periods could be decomposed into broad measures of price and quantity change and the associated price index could be used as an inflation index.

Before we examine each of these four alternatives in detail, it is necessary to explain why we classified imports as a primary input rather than as a negative export as is traditional in the national accounts.\(^1\) There are two reasons for this reclassification. The first reason (and the most important reason) is that the traditional final expenditures deflator (or GDP deflator) behaves rather perversely if import prices rise because the immediate effect of this rise is to reduce the deflator.\(^1\) KOHLI (1982, p. 211) (1983) noticed this problem with the GDP deflator many years ago:

> "Actually, it can easily be seen that any terms of trade change away from the base period price ratio results in a fall in real national product. This clearly reveals the weakness of this measure of real value added, the drawbacks of direct index numbers, and the dangers of aggregating positive with negative quantities." ULRICH KOHLI (1983, p. 142).

Indeed, it is the fact that import quantities have negative weights in the GDP deflator that causes it to be unsuitable as a measure of general inflation.

The second reason why we reclassified imports as a primary input is that we want our broad measure of price change to be as stable or smooth as possible over time but if we treat imports as negative exports, the resulting price index will tend to fluctuate more violently than an index which excludes these negative exports. Why is this? The negative weights for import prices will cause the expenditure share weights for the positive components to be greater than one and this will magnify the effects of price changes for the nonimport components.\(^1\)


14. An example of this anomalous behavior of the GDP deflator just occurred in the advance release of gross domestic product for the third quarter of 2001 for the US national income and product accounts: the chain type price indexes for \( C, I, X \) and \( M \) decreased (at annual rates) over the previous quarter by 0.4%, 0.2%, 1.4% and 17.4% respectively but yet the overall GDP deflator increased by 2.1%. Thus there was general deflation in all sectors of the economy but yet the overall GDP deflator increased. This is difficult to explain to the public! See Table 4 in the Bureau of Economic Analysis (2001).

15. HILL (1971; p. 17) noted that value added and GDP deflators had weights that summed to something greater than one if we took the absolute values of these weights: "Considered as a weighted average, the unusual feature is that the input index carries a negative weight while the output index carries a weight correspondingly greater than unity." HILL (1996; p. 95) later noted that these magnified weights would tend to make the resulting index more sensitive to random fluctuations in the prices: "The indices are therefore sensitive to errors in both the output and input indices." The problem will not be a significant one in a carefully constructed national value added deflator (where imports are treated as primary inputs) because domestic intermediate inputs will cancel out in a national index. However, imports do not cancel out in the same way.
It should be noted that most of the empirical literature on monetary targeting that is centered around Taylor rules\textsuperscript{16} routinely assumes that the quarterly GDP deflator is the "right" price index for inflation targeting purposes.\textsuperscript{17} In view of the negative weights for imports problem discussed above, \textit{I would not recommend this index for inflation targeting purposes}.\textsuperscript{18}

We now consider the deflation of the flows represented by (i) to (iv) above from the viewpoint of their suitability as domains of definition for the inflation index.\textsuperscript{19}

Consider first the household income flows in the domain of definition (iv). It is possible to develop a household sources of income price index that is analogous to the \textit{Konuš} (1924) cost of living index that is used to deflate consumer expenditures; see the constant utility income deflator concept in \textit{Diewerti} and Fox (1998). However, since this concept is unfamiliar to the public and to price statisticians, we can dismiss it as a practical alternative at this time.

Now consider the primary input expenditure flows in (iii) and restrict attention to the private sector part of these expenditures (or exclude the primary input expenditures of general government). The economic theory of the input price index is well developed and could be applied to these expenditures.\textsuperscript{20} However, although the theory of the input price index is well developed, statistical agencies have not yet been able to supply these indexes (with a few exceptions) since they face a number of problems:

- It is difficult to construct price indexes for the thousands of types of labour that exist in modern economies.
- Price statisticians have been reluctant to construct rental prices or user costs of capital\textsuperscript{21}, which are the appropriate prices that should be associated with the use of capital inputs in the economic approach to the input price index.
- Accurate estimates for resource depletion effects have not been a high priority for most statistical agencies.

\textsuperscript{16} See for example \textit{Taylor} (1993) and the contributions in \textit{Taylor} (1999).
\textsuperscript{17} Probably it is the widespread availability of quarterly data both on output and the GDP deflator that has led empirical researchers to use the GDP deflator as their target price index. But since the components of GDP including imports are readily available on a quarterly basis as well, it would not be difficult to compute a quarterly \( C + I + G + X \) price deflator.
\textsuperscript{18} Recall that \textit{Hill} noted that an index of general inflation was needed to implement Current Purchasing Power accounting. The Accounting Research Division of the American Institute of Certified Public Accountants recommended that the GNP implicit price deflator be used as the measure of general price level change in business accounting because its universe encompasses the entire economy; see \textit{Tierney} (1963; p. 112). In our view, a more appropriate index for this purpose is the CPI.
\textsuperscript{20} See the references in \textit{Diewerti} (1980; p. 455–467) and \textit{Caves, Christensen and Diewerti} (1982; p. 1395–1399).
\textsuperscript{21} Basically, it is not easy to construct objective user costs; i.e., many somewhat arbitrary judgements must be made in order to construct rental prices; see \textit{Diewerti} (1980; p. 470–486) and section 7.6 below for some of these difficulties.
Thus although the deflator for the domain of definition (iii) could be used as a broad index of inflation, it is only available in countries that attempt to construct estimates of the total factor productivity of the economy.\(^{22}\)

Now consider the expenditure flows in the domain of definition (ii) but exclude the provision of the services rendered by general government. The economic theory of the output price index is well developed and could in theory be applied to these flows.\(^{23}\) However, again economic statisticians have not been able to provide economy wide value added deflators. In particular, accurate output price indexes for the service industries are generally lacking as are intermediate input price deflators for service inputs into the goods producing industries.\(^{24}\)

Finally, we consider the flows in the domain of definition (i), deliveries to final demand, \(C + I + G + X\).\(^{25}\) Any subcomponent of this aggregate that includes \(C\) is probably broad enough to be suitable as a domain of definition for an inflation price index. \textit{Woolford (1999)} argues, like \textit{Zieschang, Bloem and Armknecht (2001)}, that \(C\) is too narrow for inflation monitoring purposes and suggests the Domestic Final Purchases (DFP) consisting of \(C + I + G\) is the appropriate domain of definition for the central bank target inflation index. The DFP price index drops exports from its domain of definition presumably because price movements in exports do not directly affect the inflation faced by domestic final demanders.\(^{26}\) \textit{Hill} recommended both the \(C + I + G + X\) and \(C + I + G\) domains of definition as being suitable for a general index of inflation:

\(^{22}\) Total factor productivity growth can be defined as an output quantity index divided by an input quantity index which in turn (under the assumption that the value of inputs equals the value of outputs) is equal to an input price index divided by an output price index; see \textit{Jorgenson and Griliches (1967)}.

\(^{23}\) See \textit{Fisher and Shell (1972; p. 53), Samuelson and Swamy (1974; p. 588), Archibald (1977), Diewert (1980; p. 460–464) and Caves, Christensen and Diewert (1982; p. 1399–1401)}. Note that the prices that are required in order to implement a producer output price index are the prices that producers actually face in their output markets and these prices correspond to what are called basic prices in the latest version of the national accounting framework. \textit{Zieschang, Bloem and Armknecht (2001; p. 6)} characterize the difference between basic prices (the prices producers face) and purchasers' prices (the prices final demanders face) as follows: “The 1993 SNA (paragraphs 6.204–6.207) considers two main valuation principles as appropriate depending on whether a transaction is viewed from the buyer's or seller's point of view, namely, purchasers' prices and basic prices. Purchasers' prices refer to the amount paid by the purchaser per unit of a good or service, including taxes on products and charges for transportation, distribution, and insurance invoiced by other providers in the same transaction, and excluding subsidies on products. Basic prices refer to the amount received per unit of a good or service by the seller, excluding taxes on products and charges for transportation, distribution, and insurance invoiced by other providers in the same transaction, and including subsidies on products.”

\(^{24}\) “The basic problem with measuring productivity change in the service sector is the unavailability of suitable price index numbers.” \textit{Bert M. Balk (2001; p. 37)}. For additional material on the difficulty of economic measurement in the service sector, see \textit{Diewert and Fox (1999) (2001)}.

\(^{25}\) \textit{Hill (1996; p. 94)} terms the price index defined over this domain of definition the “price index for total final expenditures”.

\(^{26}\) \textit{Hill (1996; p. 96)} terms the price index defined over this domain of definition the “total gross domestic final expenditures price index”.

"For most purposes, the price indices for total final expenditures and gross domestic expenditures seem to provide more suitable indicators of the rate of general inflation than the indices for GDP or total supplies and uses. The choice between them must be governed to some extent by the use for which they are intended and it is difficult to argue that one measure is inherently superior to the others for all purposes. In general, it would appear desirable to make both of the indices for final expenditure and also that for GDP available to analysts and policy makers." Peter Hill (1996, p. 97).

Thus Hill endorsed both the $C + I + G + X$ and the $C + I + G$ domains of definition for a general inflation measure. However, Diewet argued for a smaller domain of definition:

"However, from the viewpoint of measuring the impact of inflation on domestic final demanders, we should exclude exports which belong to the rest of the world. This leaves us with $C + G + I$, which Hill (1996) calls total gross domestic final expenditures. However, the prices of investment goods are not relevant to the deflation of current period household expenditures on goods and services which they consume in the current period and hence gross investment expenditures can be deleted. This leaves us with $C + G$. We cannot readily justify the deletion of government final expenditures on goods and services since many government goods (i.e., subsidized housing and transportation) are direct substitutes for privately provided consumer goods and other government outputs (i.e., garbage collection, road maintenance and protection services) certainly provide a flow of current period services to consumers. The problem with including government expenditures in the index number formula is that it is usually difficult to obtain meaningful prices for deflating these expenditures. Thus in the end, for a variety of reasons, we end up with the consumer price index as being perhaps the best indicator of short run inflation in the economy." W. Erwin Diewet (1996, p. 31).

Summarizing the above discussion, it can be seen that a case can be made for $C + I + G + X, C + I + G, C + I$ or $C$ as the appropriate domain of definition for a central bank target price index but probably, the strongest case can be made for $C$. A central bank can aim to control only one target price index and the question is: what should that target be? Stabilizing the price of consumption seems more fundamental than stabilizing the price of an aggregate that large numbers of the public will have difficulty identifying with. On the other hand, stabilizing the price of consumption is a target that can easily be explained to the public. Moreover, consumption is what we ultimately care about so stabilizing its price seems reasonable but certainly a case can be made for the other three possible domains of definition.

If we do choose to stabilize the price of household consumption expenditures, then as a side benefit for this choice, we can draw on the well established economic theories for the cost of living index to help us implement the index. Unfortunately, there is more than one economic theory that we can draw on. In particular, we have the usual plutocratic approach to the cost of living index where households are weighted according to their expenditures in each period versus the democratic approach to the cost of living index where each household is given equal weight. On social welfare grounds, a strong

---

case can be made for the latter concept but the data requirements for implementing this concept are much more demanding. Hence, at the present time, we are probably left with the option of implementing a plutocratic type consumption price index.

The conclusions that can be drawn from this section are the following ones:

- It is not a good idea to use the GDP deflator as an inflation target since all prices could fall and yet the index could rise.
- Within the components of final demand, our preferred domain of definition for the target inflation index is just consumption expenditures, $C$, but cases could be made for $C + G$, $C + I + G$ and $C + I + G + X$ as possible domains of definition.
- After choosing $C$ as the target domain of definition, one must still choose between a plutocratic or democratic consumer price index. On practical grounds, our preference is for the plutocratic concept.
- Along with the primary target price index, it will be useful for the central bank to have available (for monitoring purposes) output and input price indexes that apply to the private production sector. The output price index will be a comprehensive producer price index (at basic prices), which will weight (gross) output prices positively and domestic intermediate prices negatively. The input price index will be an aggregate of import prices, wage rates, user costs of reproducible capital and land and resource user costs. These two indexes are required to deflate the value of outputs and the value of inputs respectively into measures of real output and real input and these latter measures in turn can be used to form productivity measures. In fact, the ratio of the input price index to the output price index is itself a measure of total factor productivity growth in the economy.

We turn now to the System of National Accounts balance sheet accounts for possible inflation targets.

4. THE TARGET INDEX AND THE SNA STOCK ACCOUNTS

There is at least one other broad price index that could be used as an inflation target index. This is a price deflator for the components of household wealth. Note that this price deflator can be associated with the balance sheet accounts in the system of national accounts instead of the income and expenditure flow accounts as in the previous section.

However, household wealth does not seem to be as fundamental as consumption. Wealth is the nominal constraint in the consumer's intertemporal budget constraint and as such, the "price" of wealth has no real economic meaning. If we try to think about wealth in real terms, then the most natural thing to do is to deflate it by the consumer price index!

29. It is difficult to get accurate data on household consumption expenditures by type of household.
30. The plutocratic index is also suitable for national accounts deflation purposes.
31. See JORGENSEN and GRILICHES (1967) or DIEWERT (1992a; 168).
Although we do not think that the price of household wealth is a useful primary index for a central bank to target, some recent papers by Goodhart (1995, 2001) have resurrected a paper by Alchian and Klein (1973), which made the following claims:

“Two commonly cited and newsworthy price indices are the Bureau of Labor Statistics’ Consumer Price Index and the Commerce Department’s GNP deflator. These indices have become an important part of our economic intelligence and are frequently considered to be the operational counterparts of what economists call “the price level”. They, therefore, often are used as measures of inflation and often are targets or indicators of monetary and fiscal policy. Nevertheless, these price indices, which represent measures of current consumption service prices and current output prices, are theoretically inappropriate for the purpose to which they are generally put. The analysis in this paper bases a price index on the Fisherian tradition of a proper definition of intertemporal consumption and leads to the conclusion that a price index used to measure inflation must include asset prices. A correct measure of changes in the nominal money cost of a given utility level is a price index for wealth.” Armen A. Alchian and Benjamin Klein (1973, p. 173).

Goodhart has recently argued that Alchian and Klein’s theoretical argument advocating that central banks target a price index for wealth has never been refuted:

“The argument that an analytically correct measure of inflation should take account of asset price changes was made most forcefully by Alchian and Klein in 1973, and has never, in my view, been successfully refuted on a theoretical plane, though, as we shall see, in Section 2.1 their particular proposals have several, perhaps incapacitating, practical deficiencies.” Charles Goodhart (2001, F335).

Since the above quotations directly contradict our view that the price of wealth is not a useful inflation target, it will be useful to spell out the Alchian and Klein arguments and our reservations about their analysis.

Consider a single consumer who is maximizing utility over some planning horizon of say $T + 1$ periods. Suppose that there are $N$ commodities of interest to this consumer in each period and let $q_t \equiv [q_{t1}, \ldots, q_{tN}]$ denote a period $t$ consumption vector for $t = 0, 1, \ldots, T$. Let the preferences of the consumer be represented by the intertemporal utility function, $f(q_0, q_1, \ldots, q_T)$. Let $p_t \equiv [p_{t1}, \ldots, p_{tN}]$ be a vector of period $t$ prices that the consumer faces at the beginning of period 0 for $t = 0, 1, \ldots, T$. We will give more precise interpretations for these prices below. Following Hicks (1946, p. 130 and 305), define the consumer’s intertemporal expenditure function $E$ as follows:

$$E(u, p_0, p_1, \ldots, p_T) \equiv \min_{q_t} \left\{ \sum_{t=0}^{T} p_t q_t : f(q_0, q_1, \ldots, q_T) = u \right\} \quad (3)$$

where $u$ is a reference utility level, $p \equiv [p_0, p_1, \ldots, p_T]$ is a vector of intertemporal prices that the consumer might face at the beginning of period 0 and $p_t q_t \equiv \sum_{n=1}^{N} p_{tn} q_{tn}$ denotes the inner product between the vectors $p_t$ and $q_t$. Following Pollak (1975, p. 181), define the consumer’s intertemporal cost of living index for two intertemporal price vectors, $p^a \equiv [p^a_0, p^a_1, \ldots, p^a_T]$ and $p^b \equiv [p^b_0, p^b_1, \ldots, p^b_T]$, and for a reference level of intertemporal utility $u$ as follows:
\[ P(p^a, p^b, u) = E(u, p^b) / E(u, p^a). \]  

The above price index corresponds to Alchian and Klein’s (1973, p. 175) iso-utility price index defined by their equation (3). Note that on the right hand side of our equation (4), the same reference level of utility is used in the numerator and denominator. Thus only prices change in the numerator and denominator of (4); all other variables (tastes and the reference utility level) are held constant. This is the defining structure of an economic price index.

As Pollak (1975, p. 181) notes, there are two different interpretations that can be put on the intertemporal price vectors \( p^a \) and \( p^b \) that appear in (4). Consider the price vector \( p^0 \equiv [p^0_0, p^0_1, \ldots, p^0_N] \) that corresponds to the price vector that the consumer actually faces at the beginning of period 0. In Pollak’s “futures prices” interpretation of his model, the \( n \)-th component of the period 0 price vector \( p^0_n \), is the price which must be paid at the beginning of period 0 for a contract promising to deliver one unit of commodity \( n \) in period \( t \).

Pollak goes on to show that the period \( t \) “present value price” for commodity \( n \), \( p^0_{tn} \), is defined as (using our notation):

\[ p^0_{tn} = p^0_t / (1 + r_1)(1 + r_2) \ldots (1 + r_t); \quad t = 1, 2, \ldots, T; \quad n = 1, \ldots, N. \]  

The present value prices defined by (5) can replace the earlier futures prices in the intertemporal index defined by (4). Pollak indicates that the two versions of his model for the intertemporal cost of living index are essentially the same:

“The difference between the ‘spot’ and the ‘futures price’ versions of the intertemporal cost of living index is one of notation rather than of substance. The ‘spot’ version explicitly identifies the role of interest rates, while their role remains implicit in the ‘futures price’ version. Robert A. Pollak (1975, p. 182).”

The above theory for the intertemporal cost of living index is fine as far as it goes but it can be seen that it does not lead to a useful inflation index that could be targeted by a central bank. The Hicks Arrow Debreu model of a futures economy leads to a single equili-

---

32. Thus \( p^0 \) is the equilibrium vector of prices in what is known as the Arrow (1953) Debreu (1959; p. 101) futures economy. It is interesting to note that Hicks (1946; p. 136) anticipated this model: “It is possible, at the other extreme, to conceive of an economy in which, for a considerable period ahead, everything was fixed up in advance. If all goods were bought and sold forward, not only would current demands and supplies be matched, but also planned demands and supplies. In such a ‘Futures Economy’, the first two kinds of disequilibrium would be absent.”
brium price vector $p^0$ when markets open and that is the end of the story: prices are completely determined for all subsequent periods! Hence there are no price vectors $p^a$ and $p^b$ to be compared; there is only the single equilibrium price vector $p^0$.33

In order to obtain a useful intertemporal cost of living index of the type defined by (4) above, it will be necessary to use the temporary equilibrium model which was developed by Hicks where the assumptions of perfect foresight or the existence of a complete set of futures markets are replaced by the assumption that economic agents form expectations about future spot prices (which may not be correct) and only current period prices are determined:34

"On the basis of these inherited resources, entrepreneurs (and even private individuals as well) may be supposed to draw up plans, which determine their current conduct and their intended conduct in future weeks. An entrepreneur’s plan includes decisions about the quantities of products he will sell in the current week and in future weeks, and about the quantities of inputs (services, materials, perhaps even new acquisitions of plant), which he will purchase or hire in current and future weeks. A private person’s plan includes decisions about the quantities of commodities he will buy (and perhaps also the quantities of services he will supply) in current and future weeks. Thus, as part of the plans, the current demands and supplies of all goods and services are determined; though they are determined jointly with people’s intentions to demand and supply at future dates." John R. Hicks (1946, p. 130).

"In determining the system of prices established on the first Monday, we shall also have determined with it the system of plans which will govern the distribution of resources during the following week. If we suppose these plans to be carried out, then they determine the quantity of resources which will be left over at the end of the week, to serve as the basis for the decisions which have to be taken on the second Monday. On that second Monday a new system of prices has to be set up, which may differ more or less from the system of prices which was established on the first. The wider sense of EquilibriumEquilibrium over Time, as we may call it, to distinguish it from the Temporary Equilibrium which must rule within any current week suggests itself when we start to compare the price situations at any two dates. A stationary state is in full equilibrium, not merely when demands equal supplies at the currently established prices, but also when the same prices continue to rule at all dates when prices are constant over time." John R. Hicks (1946, p. 131–132).

We can now use the Hicksian temporary equilibrium idea to give a third interpretation for the intertemporal cost of living index defined by (4) above. Let $p^n = p^0 \equiv [p^0_1, p^0_2, \ldots, p^0_T]$ where $p^0_t \equiv [p^0_{01}, p^0_{02}, \ldots, p^0_{0N}]$ is the set of period 0 spot prices that the consumer faces in period 0 and the vectors $p^0_t$ for $t = 1, 2, \ldots, T$ are discounted spot prices that the consumer expects to face in future periods where the expectations are formed in period 0.

33. Alchian and Klein (1973; p. 175) hint that they recognize this problem with their model but they chose to ignore it: "This model, like the standard microeconomic model under which the usual price indices are derived, assumes the absence of all information or transactions costs and therefore lacks a theoretical justification for the value of a price index. (Introduction of uncertainty by the use of costlessly made contingency contracts (e.g., Arrow, 1953), where all transactors know the true state of the world when it occurs, is also economically equivalent to a world of perfect information with no rationale for a price index.) We will here ignore this fundamental question . . ."

34. Walras (1954; Part V) set up the first temporary equilibrium model where equilibrium spot prices were determined along with the interest rate. Fisher (1930) also set up a special case of the more general temporary equilibrium model due to Hicks.
Let \( p^h = p^1 \equiv [p^1_1, p^1_2, \ldots, p^1_{T+1}] \) where \( p^1_t \equiv [p^1_{11}, p^1_{12}, \ldots, p^1_{1N}] \) is the set of period 1 spot prices that the consumer faces in period 1 and the vectors \( p^t_i \) for \( t = 2, 3, \ldots, T + 1 \) are discounted spot prices that the consumer expects to face in future periods where the expectations are formed in period 1. With these definitions for \( p^a \) and \( p^h \), the intertemporal cost of living defined by (4) becomes:

\[
P(p^0, p^1, u) \equiv E(u, p^1)/E(u, p^0).
\]  

However, there are two major problems with this temporary equilibrium interpretation for the intertemporal cost of living index.

The first problem has to do with aging. The expenditure function \( E \) defined by (3) above is the right one for an individual who expects to live \( T + 1 \) periods at the beginning of period 0. When we get to period 1, this expenditure function is no longer relevant for this individual: he or she is one period older and now (in general) expects to live for only \( T \) periods, not \( T + 1 \) periods. Hence the numerator in the right hand side of (6) is not the right expenditure function to apply to this individual and the entire intertemporal cost of living model breaks down.\(^{35}\)

The second problem is also a fundamental one. In the atemporal theory of the cost of living index, we can (in principle) observe the prices that consumers face in periods 0 and 1 (i.e., the price vectors \( p^0_t \) and \( p^1_t \) using our earlier notation) and observe their quantity choices (say \( q^0_t \) and \( q^1_t \)) for the two periods being compared. This means that we can (with a lag) readily calculate Laspeyres and Paasche price indexes, \( P_L \) and \( P_P \), as follows:

\[
P_L(p^0_t, p^1_t, q^0_t) \equiv p^1_t q^0_t/p^0_t q^0_0, \quad P_P(p^0_t, p^1_t, q^1_t) \equiv p^1_t q^1_t/p^0_t q^1_0.
\]  

Once we have calculated the above indexes, we can form bounds to various cost of living indexes and by taking the geometric mean of \( P_L \) and \( P_P \), we can obtain a fairly good approximation to a true cost of living index.\(^{36}\) However, in the context of the intertemporal cost of living index defined by (6) above, we cannot observe either the consumer’s expected future discounted prices or the corresponding expected future consumption vectors. Hence, it will be impossible to form empirical approximations to (6) and we are left with a concept that we simply cannot implement. This negative conclusion applies to all three interpretations for the intertemporal cost of living index defined by (4) or (6) and in particular, it applies to Alchian and Klein’s (1973) iso-utility price index defined on page 175 of their paper.

\(^{35}\) Diewert (2001a) observed that a somewhat similar problem occurs in the usual plutocratic and democratic cost of living indexes: the list of individuals being compared in the two periods under consideration is not constant over the two periods due to births, deaths, immigration and emigration. Also as individuals age, their capabilities change due to aging (and learning) and hence the assumption of constant current period preferences is suspect.

\(^{36}\) See Konüs (1924), Pollak (1983) or Diewert (2001a) for the details. Section 5.5 below outlines some of these results.
There is another rather severe problem with the model of Alchian and Klein. They claimed that asset prices that appear on the right hand side of the consumer's intertemporal budget constraint could be used to approximate futures prices that appear on the left hand side of the consumer's intertemporal budget constraint:

"If assets are standardized in terms of their present and future service flows, the current vector of asset prices \( [P_A(j)] \), can therefore be used as a proxy for current futures prices, \( p_A(i, t) \)." Armen A. Alchian and Benjamin Klein (1973, p. 177).

This claim is indeed an ambitious one since the assets being held by households will typically be claims to capital stocks being used by firms and will have nothing to do with the intertemporal consumption prices faced by consumers.\(^{37}\)

Summing up the above discussion, it appears that an asset price index is not a useful target for a central bank. However, this negative conclusion does not imply that asset price indexes would not be useful in other contexts. For example, it may well be the case that an asset price index will help us to forecast the central bank's target inflation index.\(^{38}\) Furthermore, asset prices will play a key role as components in indexes that are suitable candidates to be central bank inflation targets. For example, the price of land and the price of owner occupied housing (both asset prices) may be useful in constructing user costs of land and structures for owner occupied housing and these user costs could play a role in an atemporal consumer price index that had a broad domain of definition. Similarly, the prices of land, structures, equipment and inventories (all asset prices) play a role in forming user costs for these inputs and thus would appear in a broadly defined input cost index.

We turn now to the problems involved in picking a specific functional form for the price index.

5. ON CHOOSING THE INDEX NUMBER CONCEPT

Over the years, the theoretical literature on the index number problem has suggested at least 5 different approaches to the problem of choosing a specific index number formula. The five approaches are:

- The fixed basket approach (and averages of fixed baskets);
- The test or axiomatic approach;
- The stochastic or statistical approach;
- The economic approach and
- The approach of Divisia.

37. However, owner occupied housing and other long lived consumer durable goods are exceptions to this observation.
38. Papers that follow this line of attack include Shiratsuka (1999) and Goodhart and Hofmann (2000).
The first 4 approaches lead to definite recommendations about the preferred index number formula and we consider each of these approaches below in subsections 5.1 to 5.4. Divisia's (1926) approach assumes that prices and quantities are continuous functions of time and hence in order to obtain a practical index number formula, it is necessary to use methods of numerical approximation or make assumptions about the path taken by the price and quantity functions through time and use a line integral approach to the determination of the price index. However, both of these strategies lead to a very large number of possible index number formulae. Hence, the approach of Divisia to the problem of choosing an index number formula does not lead to any practical results. Thus we will now move on to other approaches for choosing a functional form for the price index; approaches that lead to some specific functional form recommendations.

5.1. The Fixed Basket Approach

We revert to the notation introduced in section 2 above. Historically, the simplest way of obtaining a price index that compares the level of prices in period 1 to the level in period 0 is to take the base period basket of commodities that was purchased in period 0, the vector \( q^0 = [q_1^0, q_2^0, \ldots, q_N^0] \), price out how much this basket would cost in each of the two periods and take the ratio of these costs. This leads to the Laspeyres price index, \( P_L \), defined as follows:

\[
P_L(p^0, p^1, q^0) \equiv \frac{p^1 q^0}{p^0 q^0} = \frac{\sum_{n=1}^{N} p_n^1 q_n^0}{\sum_{n=1}^{N} p_n^0 q_n^0}.
\] 

However, rather than using the base period basket as the quantity vector which is held constant, the basket that was purchased in period 1, the vector \( q^1 = [q_1^1, q_2^1, \ldots, q_N^1] \), is just as valid from an a priori point of view for making comparisons between periods 0 and 1. This leads to the Paasche price index, \( P_P \), defined as follows:

\[
P_P(p^0, p^1, q^1) \equiv \frac{p^1 q^1}{p^0 q^0} = \frac{\sum_{n=1}^{N} p_n^1 q_n^1}{\sum_{n=1}^{N} p_n^0 q_n^0}.
\] 

39. On this approach, see Divisia (1926; p. 40) who showed how the Laspeyres index was a discrete approximation or Diewet (2001b; p. 17–18) and the references there. Frisch (1936; p. 8) aptly summed up the difficulties with this discrete approximation approach: “As the elementary formula of the chaining, we may get Laspeyre’s or Paasche’s or Edgeworth’s or nearly any other formula, according as we choose the approximation principle for the steps of the numerical integration.”

40. See Balk (2000) for a comprehensive review of the line integral approach.

41. For notes on the early history of index number theory, see Diewet (1993a). It should be noted that we focus on the problems involved in making price comparisons between two periods. There are additional problems when we want to make comparisons in a consistent manner between many periods; see Hill (1988).

42. Of course, from the viewpoint of statistical agency practice, the Laspeyres index is to be preferred since it will be difficult to obtain quantity weights for the current period but quite feasible to obtain them for a past base period. However, at this time, we are talking about matters of principle rather than practice.
\[ P_P(p^0, p^1, q^1) \equiv p^1 q^1 / p^0 q^0 = \sum_{n=1}^{N} p_n^1 q_n^1 / \sum_{n=1}^{N} p_n^0 q_n^1. \]  

If both the Paasche and Laspeyres give much the same answer, then either one could be used as “the” price index. However, if there is significant variation in the relative prices \( p_n^1 / p_n^0 \), then usually, the Paasche price index will be significantly below the corresponding Laspeyres index. Let me try and explain why this is so.

In order to make this explanation, it is useful to rewrite the Laspeyres and Paasche indexes as functions of the \( N \) relative prices, \( p_n^1 / p_n^0 \) for \( n = 1, \ldots, N \), and the \( N \) period \( t \) expenditure shares, \( s_n^t \), defined as follows for \( t = 0, 1 \):

\[ s_n^t \equiv p_n^t / p_n^t q^t, \quad n = 1, \ldots, N; t = 0, 1. \]  

Using definitions (10), we can rewrite the Laspeyres index \( P_L \) defined by (8) as follows:

\[ P_L(p^0, p^1, q^0) \equiv \sum_{n=1}^{N} p_n^1 q_n^0 / p^0 q^0 \]
\[ = \sum_{n=1}^{N} (p_n^1 / p_n^0) p_n^0 q_n^0 / p^0 q^0 \]
\[ = \sum_{n=1}^{N} (p_n^1 / p_n^0) s_n^0. \]

Thus the Laspeyres index can be written as a (base period) share weighted arithmetic average of the \( N \) price relatives. In a similar but slightly more complicated fashion, we can rewrite the Paasche index defined by (9) as follows:

\[ P_P(p^0, p^1, q^1) \equiv p^1 q^1 / \sum_{n=1}^{N} p_n^0 q_n^1 \]
\[ = \left[ \sum_{n=1}^{N} p_n^0 q_n^1 / p^1 q^1 \right]^{-1} \]
\[ = \left[ \sum_{n=1}^{N} (p_n^0 / p_n^1) p_n^1 q_n^1 / p^1 q^1 \right]^{-1} \]
\[ = \left[ \sum_{n=1}^{N} (p_n^0 / p_n^1) s_n^1 \right]^{-1} \text{ using definitions (10) for } t = 1 \]
\[ = \left[ \sum_{n=1}^{N} (p_n^1 / p_n^0)^{-1} s_n^1 \right]^{-1}. \]
Thus the Paasche index can be written as a (period 1) share weighted harmonic average of the \( N \) price relatives.

If the price relatives are not all equal to each other and if the period 1 expenditure shares \( s_n^1 \) are equal to their period 0 counterparts \( s_n^0 \), then it can be shown that a weighted harmonic mean is strictly less than a weighted arithmetic mean (with the same weights in both means)\(^{43}\) and hence under these conditions, the Paasche index is strictly less than the Laspeyres index; i.e., under these conditions, we have:

\[
P_P(p^0, p^1, q^1) < P_L(p^0, p^1, q^0).
\]  

Of course, it is unlikely that the period 0 and 1 expenditure shares will be exactly equal but if they are approximately equal, (which is usually the case empirically), then there is a strong likelihood that the Paasche price index will be numerically smaller than its Laspeyres counterpart.

In any case, if the Paasche and Laspeyres indexes give significantly different numerical answers, then given that we want a single number to express the amount of inflation that has taken place going from period 0 to 1, a natural approach is to take an even handed or symmetric average of \( P_L \) and \( P_P \) as our “final” estimate of inflation. But which type of average should we choose?

The first two types of such symmetric averages\(^{44}\) that might come to mind are the arithmetic mean and the geometric mean which lead to the DROBISCH (1871, p. 425) SIDGWICK (1883, p. 68) index, \( P_{DS} \), and the FISHER\(^{45}\) (1922) ideal index, \( P_F \) defined as follows:

\[
P_{DS}(p^0, p^1, q^0, q^1) \equiv (1/2)P_L(p^0, p^1, q^0) + (1/2)P_P(p^0, p^1, q^1); \quad (14)
\]

\[
P_F(p^0, p^1, q^0, q^1) \equiv \left[ P_L(p^0, p^1, q^0)P_P(p^0, p^1, q^1) \right]^{1/2}. \quad (15)
\]

The geometric and arithmetic mean are special cases of the mean of order \( r \), defined as follows for arbitrary positive numbers \( a \) and \( b \):\(^{46}\)

\[
m_r(a, b) \equiv [(1/2)a^r + (1/2)b^r]^{-1} \quad r \neq 0;
\]

\[
\equiv a^{1/2}b^{1/2} \quad r = 0. \quad (16)
\]

Thus there are an infinite number of possible averages of \( P_L \) and \( P_P \) that we could consider. In order to determine which type of symmetric average to choose, we need to consider what properties that we would like the resulting index to satisfy.

---

\(^{43}\) See Hardy, Littlewood and Pólya (1934; p. 26).

\(^{44}\) For a discussion of the properties of symmetric averages, see Diewert (1993b). Formally, an average \( m(a, b) \) of two numbers \( a \) and \( b \) is symmetric if \( m(a, b) = m(b, a) \).

\(^{45}\) Bowley (1899; p. 641) appears to have been the first to suggest the use of this index.

\(^{46}\) For the properties of means of order \( r \), see Hardy, Littlewood and Pólya (1934).
One important property that we would like our chosen index number formula, \( P(p^0, p^1, q^0, q^1) \) to satisfy is the time reversal test, which is the following property:

\[
P(p^0, p^1, q^0, q^1) = 1/P(p^1, p^0, q^1, q^0).
\]  

(17)

Thus if we reverse the roles of periods 0 and 1 in the index number formula, we get the reciprocal of the original index. Obviously, a single price relative, \( p^1/p^0 \), satisfies this property so we would like our index to also satisfy this property. If \( P(p^0, p^1, q^0, q^1) \) does not satisfy the time reversal test, then the formula gives essentially different answers depending on which period we choose as the base. Put another way, if the time reversal test is not satisfied, then there exist two price and two quantity vectors, \( p^0, p^1, q^0, q^1 \), such that

\[
P(p^0, p^1, q^0, q^1)P(p^1, p^0, q^1, q^0) \neq 1.
\]  

(18)

Thus we have a situation where there is a certain amount of price change going from period 0 to 1 and then in period 2, the price and quantity data revert to the data of period 0 but the initial amount of price change is not reversed by an index number formula that does not satisfy the time reversal test.47

It can be shown that the Fisher ideal index \( P_F \) defined by (15) satisfies the time reversal test but the Drobisch Sidgwick index \( P_{DS} \) defined by (14) does not. In fact, DIETWERT (1997, p. 138) showed that the geometric mean is the only homogeneous mean of the Paasche and Laspeyres indexes that leads to an index number formula that satisfies the time reversal test.48 Thus this approach of taking a symmetric average of the Paasche and Laspeyres indexes leads to the Fisher ideal formula as being “best” in this class of index number formulae.

Instead of looking for a “best” average of the two fixed basket indexes that correspond to the baskets chosen in either of the two periods being compared, we could instead look for a “best” average basket of the two baskets represented by the vectors \( q^0 \) and \( q^1 \) and then use this average basket to compare the price levels of periods 0 and 1.49 Thus we ask that the \( n \)-th quantity weight, \( q_n \), be an average or mean of the base period quantity \( q^0_n \) and the period 1 quantity for commodity \( n \) \( q^1_n \), say \( m(q^0_n, q^1_n) \), for \( n = 1, 2, \ldots, N \).50 Price statisticians refer to this type of index as a pure price index and

47. It is easy to show that the Laspeyres and Paasche price indexes do not satisfy the time reversal test, which is a major problem with the use of these indexes.
48. The mean function \( m(a, b) \) need only satisfy two properties to get this result: (i) positivity; \( m(a, b) > 0 \) if \( a > 0 \) and \( b > 0 \) and (ii) (positive) linear homogeneity; \( m(\lambda a, \lambda b) = \lambda m(a, b) \) for all \( \lambda > 0 \), \( a > 0 \) and \( b > 0 \).
49. FISHER (1922) considered both averaging strategies in his classic study on index numbers. WALSH (1901) (1921) concentrated on the second averaging strategy.
50. Note that we have chosen the mean function \( m(q^0_n, q^1_n) \) to be the same for each commodity \( n \). We assume that \( m(a, b) \) has at least the following two properties: \( m(a, b) \) is a positive and continuous function, defined for all positive numbers \( a \) and \( b \) and \( m(a, a) = a \) for all \( a > 0 \).
51. See section 7 in DIETWERT (2001a).
it corresponds to Knibbs’ (1924, 43) unequivocal price index. Under these assumptions, the pure price index can be defined as a member of the following class of index numbers:

\[ P_K(p^0, p^1, q^0, q^1) \equiv \frac{\sum_{n=1}^{N} p_n^1 m(q_n^0, q_n^1)}{\sum_{j=1}^{N} p_j^0 m(q_j^0, q_j^1)}. \quad (19) \]

In order to determine the functional form for the mean function \( m \), it is necessary to impose some tests or axioms on the pure price index defined by (19). Again we ask that \( P_K \) satisfy the time reversal test, (17) above. Under this hypothesis, it is immediately obvious that the mean function \( m \) must be a symmetric mean\(^{52}\); i.e., \( m \) must satisfy the following property: \( m(a, b) = m(b, a) \) for all \( a > 0 \) and \( b > 0 \). This assumption still does not pin down the functional form for the pure price index defined by (19) above. For example, the function \( m(a, b) \) could be the arithmetic mean, \((1/2)a + (1/2)b\), in which case (19) reduces to the Marshall (1887) Edgeworth (1925) price index \( P_{ME} \), which was the pure price index preferred by Knibbs (1924, 56):

\[ P_{ME}(p^0, p^1, q^0, q^1) \equiv \frac{\sum_{n=1}^{N} p_n^1 (q_n^0 + q_n^1)}{\sum_{n=1}^{N} p_n^0 (q_n^0 + q_n^1)}. \quad (20) \]

On the other hand, the function \( m(a, b) \) could be the geometric mean, \((ab)^{1/2}\), in which case (19) reduces to the Walsh (1901, p. 398) (1921, p. 97) price index, \( P_W \):

\[ P_W(p^0, p^1, q^0, q^1) \equiv \frac{\sum_{n=1}^{N} p_n^1 (q_n^0 q_n^1)^{1/2}}{\sum_{j=1}^{N} p_j^0 (q_j^0 q_j^1)^{1/2}}. \quad (21) \]

However, there are many other possibilities for the mean function \( m \), including the mean of order \( r \), \([(1/2)a^r + (1/2)b^r]^{1/r} \) for \( r \neq 0 \). Obviously, in order to completely determine the functional form for the pure price index \( P_K \), we need to impose at least one additional test or axiom on \( P_K(p^0, p^1, q^0, q^1) \).

In order to obtain an additional axiom, we note that there is a problem with the use of the Marshall Edgeworth price index (20) in the context of using the formula to make international comparisons of prices. If the price levels of a very large country are compared to the price levels of a small country using formula (20), then the quantity vector of the large country may totally overwhelm the influence of the quantity vector corresponding to the small country.\(^{54}\) In technical terms, the Marshall Edgeworth formula is

---

52. For more on symmetric means, see Diewrt (1993b; p. 361).
53. Walsh endorsed PW as being the best index number formula: “We have seen reason to believe formula 6 better than formula 7. Perhaps formula 9 is the best of the rest, but between it and Nos. 6 and 8 it would be difficult to decide with assurance.” Walsh (1921; p. 103). His formula 6 is PW defined by (28) and his 9 is the Fisher ideal defined by (22) above.
54. This is not likely to be a severe problem in the time series context where the change in quantity vectors going from one period to the next is likely to be small.


not homogeneous of degree 0 in the components of both \( q^0 \) and \( q^1 \). To prevent this problem from occurring in the use of a pure price index \( P_K((p^0, p^1, q^0, q^1)) \) defined by (19), we ask that \( P_K \) satisfy the following invariance to proportional changes in current quantities test.\(^{55}\)

\[
P_K(p^0, p^1, q^0, \lambda q^1) = P_K(p^0, p^1, q^0, q^1) \quad \text{for all } p^0, p^1, q^0, q^1 \text{ and all } \lambda > 0.
\] (22)

The two tests, the time reversal test (27) and the invariance test (22), enable us to determine the precise functional form for the pure price index \( P_K \) defined by (29) above: the pure price index \( P_K \) must be the WALSH index \( P_W \) defined by (21).\(^{56}\)

In order to be of practical use by statistical agencies, an index number formula must be able to be expressed as a function of the base period expenditure shares, \( s_n^0 \), the current period expenditure shares, \( s_n^1 \), and the \( N \) price ratios, \( p_n^i/p_n^0 \). The WALSH price index defined by (21) above can be rewritten in this format:

\[
P_W(p^0, p^1, q^0, q^1) = \sum_{n=1}^{N} \left( \frac{p_n^0}{p_n^1} \right) \left( \frac{q_n^0}{q_n^1} \right)^{1/2} \left( \frac{s_n^0}{s_n^1} \right)^{1/2}
\]

\[
= \sum_{n=1}^{N} \left[ \frac{p_n^1}{(p_n^0 p_n^1)^{1/2}} \right] \left( s_n^0 s_n^1 \right)^{1/2} \sum_{j=1}^{N} \left[ \frac{p_j^0}{(p_j^0 p_j^1)^{1/2}} \right] \left( s_j^0 s_j^1 \right)^{1/2}
\]

\[
= \sum_{n=1}^{N} \left( s_n^0 s_n^1 \right)^{1/2} \left[ \frac{p_n^1}{p_n^0} \right]^{1/2} \sum_{j=1}^{N} \left( s_j^0 s_j^1 \right)^{1/2} \left[ \frac{p_j^0}{p_j^1} \right]^{1/2}.
\] (23)

We sum up the results of this subsection as follows. Our first approach in this subsection was to take an even handed average of the two primary fixed basket indexes: the Laspeyres and Paasche price indices. These two primary indexes are based on pricing out the baskets that pertain to the two periods under consideration. In a sense, they are extreme baskets. Taking an average of them led to the Fisher ideal price index \( P_F \) defined by (15) above. Our second approach was to average the basket quantity weights and then price out this average basket at the prices pertaining to the two situations under consideration. This approach led to the Walsh price index \( P_W \) defined by (21) above. Both of these indexes can be written as a function of the base period expenditure shares, \( s_n^0 \), the current period expenditure shares, \( s_n^1 \), and the \( N \) price ratios, \( p_n^i/p_n^0 \). Assuming that the statistical agency has information on these three sets of variables, which index should be used? Experience with normal time series data has shown that these two indices will not differ substantially and thus it is a matter of indifference which of these in-

\(^{55}\) This is the terminology used by Diewert (1992b; p. 216). Vogt (1980) was the first to propose this test.

\(^{56}\) See section 7 of Diewert (2001a).
Both of these indices are examples of *superlative indexes*, which will be defined in subsection 5.4 below. However, note that both of these indexes treat the data pertaining to the two situations in a symmetric manner. HILL commented on superlative price indexes and the importance of a symmetric treatment of the data as follows:

"Thus economic theory suggests that, in general, a symmetric index that assigns equal weight to the two situations being compared is to be preferred to either the Laspeyres or Paasche indices on their own. The precise choice of superlative index – whether FISHER, TÖRNQVIST or other superlative index – may be of only secondary importance as all the symmetric indices are likely to approximate each other, and the underlying theoretic index fairly closely, at least when the index number spread between the Laspeyres and Paasche is not very great." HILL (1993, p. 384).

We turn now to our second general approach to index number theory.

### 5.2. The Test or Axiomatic Approach

The *test* or *axiomatic approach* to index number theory regards the price index, \( P(p^0, p^1, q^0, q^1) \), as a function of the price vectors that pertain to the two periods under consideration, \( p^0 \) and \( p^1 \), and of the quantity vectors that pertain to the two periods under consideration, \( q^0 \) and \( q^1 \). The basic idea of the axiomatic approach is that the index number formula, \( P(p^0, p^1, q^0, q^1) \), is to be regarded as some sort of weighted average of the individual price relatives, \( p_1^i/p^0_i, \ldots, p_N^1/p_N^0 \), and with this structure in mind, we ask that \( P(p^0, p^1, q^0, q^1) \) satisfy a sufficient number of mathematical properties that a weighted average of price relatives would satisfy until the functional form for \( P \) is determined. The origins of this approach go back a century or so to WALSH (1901, 1921) and FISHER (1911, 1922) but in more recent years, some key references are EICHHORN and VÖELLER (1976), DIEWERT (1992b), Balk (1995) and VON AUER (2001).

We have already listed some tests in the previous subsection: recall the *time reversal test* defined by (24) and the *invariance to proportional changes in current quantities test* (22). We list a few more tests below.

Our first additional test is the *invariance to changes in the units of measurement test* or commensurability test:

---

57. DIEWERT (1978; p. 887-889) showed that these two indices will approximate each other to the second order around an equal price and quantity point. Thus for normal time series data where prices and quantities do not change much going from the base period to the current period, the indices will approximate each other quite closely. Note that HILL (2000) has recently shown that while the commonly used superlative indexes approximate each other closely, this is not the case for the quadratic mean of order \( r \) price indexes defined below in section 5.4 for extreme values of \( r \).

58. See also HILL (1988).

59. For references to the early history of the test approach, see DIEWERT (1992b) (1993a) and BALK (1995).
This test says that the price index does not change if the units of measurement for each commodity are changed. It is a very important test since the units of measurement for commodities are arbitrary.60

Our next two tests are also important ones that restrict the behavior of the index as prices in either period are multiplied by a common scalar factor. Thus consider the proportionality in current prices test:

\[ P(p^0, \lambda p^1, q^0, q^1) = \lambda P(p^0, p^1, q^0, q^1) \quad \text{for } \lambda > 0. \] (25)

That is, if all period 1 prices are multiplied by the positive number \( \lambda \), then the new price index is \( \lambda \) times the old price index. Put another way, the price index function \( P(p^0, p^1, q^0, q^1) \) is (positively) homogeneous of degree one in the components of the period 1 price vector \( p^1 \). Most index number theorists regard this property as a very fundamental one that the index number formula should satisfy. Now consider the inverse proportionality in base period prices test:

\[ P(\lambda p^0, p^1, q^0, q^1) = \lambda^{-1} P(p^0, p^1, q^0, q^1) \quad \text{for } \lambda > 0. \] (26)

That is, if all period 0 prices are multiplied by the positive number \( \lambda \), then the new price index is \( 1/\lambda \) times the old price index. Put another way, the price index function \( P(p^0, p^1, q^0, q^1) \) is (positively) homogeneous of degree minus one in the components of the period 0 price vector \( p^0 \).

Our next two tests are monotonicity tests; i.e., how should the price index \( P(p^0, p^1, q^0, q^1) \) change as any component of the two price vectors \( p^0 \) and \( p^1 \) increases. Thus we have the monotonicity in current period prices test:

\[ P(p^0, p^1, q^0, q^1) < P(p^0, p^2, q^0, q^1) \quad \text{if } p^1 < p^2. \] (27)

That is, if some period 1 price increases, then the price index must increase, so that \( P(p^0, p^1, q^0, q^1) \) is increasing in the components of \( p^1 \). This property was proposed by Eichhorn and Voeller (1976, p. 23) and it is a very reasonable property for a price index to satisfy. Similarly, we have the monotonicity in base period prices test:

\[ P(p^0, p^1, q^0, q^1) > P(p^0, p^1, q^0, q^1) \quad \text{if } p^0 < p^2. \] (28)

---

60. Balk (1995; p. 73) observed that this test had a very important consequence: “Thus \( P \) can be written as a function of only \( 3N \) variables, namely \( N \) price ratios \( p_i^1/p_i^0 \), \( N \) comparison period values \( p_i^1q_i^1 \) and \( N \) base period values \( p_i^0q_i^0 \).”
That is, if any period 0 price increases, then the price index must decrease, so that \( P(p^0, p^1, q^0, q^1) \) is decreasing in the components of \( p^0 \). This very reasonable property was also proposed by Eichhorn and Voeller (1976, p. 23).

There is one more test that we need to list and then we can discuss recent results on which formula is “best” from the axiomatic perspective. The remaining test is the consistency in aggregation test. Vartia (1976) defined an index number formula to be consistent in aggregation if the value of the index calculated in two stages necessarily coincides with the index calculated in a single stage. It turns out to be a bit tricky to provide a rigorous definition of this property; Diewert (1978, p. 895; 2001b, p. 62–64), Balk (1995, p. 85; 1996) and von Auer (2001, p. 9–10) all provided alternative definitions.

We will explain Diewert’s definition of consistency in aggregation since it seems to be the most straightforward definition. We suppose that the price and quantity data for period \( t \), \( p^t \) and \( q^t \), can be written in terms of \( M \) subvectors as follows:

\[
p^t = (p^{t1}, p^{t2}, \ldots, p^{tM}); \quad q^t = (q^{t1}, q^{t2}, \ldots, q^{tM}); \quad t = 0, 1
\]

(29)

where the dimensionality of the subvectors \( p^{tm} \) and \( q^{tm} \) is \( N_m \) for \( m = 1, 2, \ldots, M \) with the sum of the dimensions \( N_m \) equal to \( N \). These subvectors correspond to the price and quantity data for subcomponents of the price index for period \( t \). We construct subindexes for each of these components going from period 0 to 1. For the base period, we set the price for each of these subcomponents, say \( P_{m}^0 \) for \( m = 1, 2, \ldots, M \), equal to 1 and we set the corresponding base period subcomponent quantities, say \( Q_{m}^0 \) for \( m = 1, 2, \ldots, M \), equal to the base period value of consumption for that subcomponent for \( m = 1, 2, \ldots, M \); i.e., we have:

\[
P_{m}^0 \equiv 1; \quad Q_{m}^0 \equiv \sum_{i=1}^{N_m} p_{i}^{0m} q_{i}^{0m} \quad \text{for} \quad m = 1, 2, \ldots, M.
\]

(30)

Now we use the chosen index number formula in order to construct a period 1 price for each subcomponent, say \( P_{m}^1 \) for \( m = 1, 2, \ldots, M \), of the consumer price index. Thus the period 1 subcomponent prices are defined as follows:

\[
P_{m}^1 \equiv P^m_L(p^{0m}, p^{1m}, q^{0m}, q^{1m}) \quad \text{for} \quad m = 1, 2, \ldots, M.
\]

(31)

Once the period 1 prices for the \( M \) subindexes have been defined by (31), then corresponding subcomponent period 1 quantities \( Q_{m}^1 \) for \( m = 1, 2, \ldots, M \) can be defined by deflating the period 1 subcomponent values \( \sum_{i=1}^{N_m} p_{i}^{1m} q_{i}^{1m} \) by the prices \( P_{m}^1 \) defined by (38); i.e., we have:

\[
Q_{m}^1 \equiv \sum_{i=1}^{N_m} p_{i}^{1m} q_{i}^{1m} / P_{m}^1 \quad \text{for} \quad m = 1, 2, \ldots, M.
\]

(32)
We can now define subcomponent price and quantity vectors for each period $t = 0, 1$ using equations (30) to (32) above. Thus we define the period 0 and 1 subcomponent price vectors $P^0$ and $P^1$ as follows:

$$P^0 = (P^0_1, P^0_2, \ldots, P^0_M) \equiv 1_M; \quad P^1 = (P^1_1, P^1_2, \ldots, P^1_M)$$

(33)

where $1_M$ denotes a vector of ones of dimension $M$ and the components of $P^1$ are defined by (31). The period 0 and 1 subcomponent quantity vectors $Q^0$ and $Q^1$ are defined as follows:

$$Q^0 = (Q^0_1, Q^0_2, \ldots, Q^0_M); \quad Q^1 = (Q^1_1, Q^1_2, \ldots, Q^1_M)$$

(34)

where the components of $Q^0$ are defined in (30) and the components of $Q^1$ are defined by (32). The price and quantity vectors in (33) and (34) represent the results of the first stage aggregation. We can now use these vectors as inputs into the second stage aggregation problem; i.e., we can now apply the chosen price index formula using the information in (33) and (34) as inputs into the index number formula. Denote this two stage formula as $P^* (P^0, P^1, Q^0, Q^1)$. We ask whether this two stage index equals the corresponding single stage index $P$; i.e., we ask whether

$$P^* (P^0, P^1, Q^0, Q^1) = P(p^0, p^1, q^0, q^1).$$

(35)

If the Laspeyres or Paasche formula is used at each stage of each aggregation, the answer to the above question is yes. However, none of the other index number formulae defined in this paper satisfy this somewhat stringent definition of consistency in aggregation.\(^61\)

We now turn to the recent papers by DIEWERT, BALK and VON AUER who all had candidates for the “best” index number formula from the viewpoint of the test approach.

DIEWERT (1992b, p. 223) showed that the Fisher price index $P_F$ defined by (15) above satisfied some 21 tests of which 18 were regarded as important and hence concluded that the Fisher index was probably “best” from the viewpoint of the axiomatic approach.\(^62\)

BALK (1995) disputed DIEWERT’s conclusion to a certain extent:

“Finally, the characterizations of the Fisher price index provide no evidence for preferring this index to the other ideal index mentioned, the VARTIA-II price index.” Bert M. BALK (1995, p. 87).

The Vartia-II (1976) price index is defined as follows:

\(^{61}\) However, DIEWERT (1978) showed that many of the indexes defined earlier will be approximately consistent in aggregation. In particular, PDS, PF, PME and PW all have this approximate consistency in aggregation property.

\(^{62}\) The Fisher price index satisfies all of the tests listed above except the consistency in aggregation property.
where the expenditure shares \( s_n^i \) are defined by (10) above and the logarithmic mean function \( L(a, b) \) for \( a \) and \( b \) positive is defined by

\[
L(a, b) = \frac{a - b}{\ln a - \ln b} \quad \text{for} \quad a \neq b \\
= a \quad \text{for} \quad a = b.
\]

However, Reinsdorf and Dorfman (1999) and Von Auer (2001, p. 14) showed that the Vartia-II index \( P_V \) did not satisfy the important monotonicity tests (27) and (28) above, whereas the Fisher index \( P_F \) does satisfy these tests. Hence, in my view, the Fisher index clearly dominates the Vartia-II index from the perspective of the axiomatic approach.

Finally, Von Auer makes a strong case for the Marshall Edgeworth formula \( P_{ME} \) defined earlier by (20):

"In sum, my personal champion is the MARSHALL-EDGEWORTH index \( P_{ME} \), a price index formula which has been thoroughly neglected in past debates on the 'best' price index formula." Ludwig Von Auer (2001, p. 15).

Indeed, the Marshall Edgeworth index is a worthy competitor to the Fisher index. On the negative side, the Marshall Edgeworth index does not satisfy the invariance to proportional changes in current quantities test63, (22), whereas the Fisher index does satisfy this test. Both the Fisher and Marshall Edgeworth indexes do not satisfy Diewert’s stronger consistency in aggregation property but on the positive side, the Marshall Edgeworth price index satisfies von Auer’s weaker consistency in aggregation property whereas the Fisher index does not have this property. However, in this day and age of computer power, I do not think that the consistency in aggregation property is a very important one so I would still prefer the Fisher index over the Marshall Edgeworth.

Summing up the above discussion, our conclusion at this stage is that perhaps the “best” index number formula from the viewpoint of the test approach is the Fisher ideal price index \( P_F \) defined by (15) but a case can be made for the Marshall Edgeworth index \( P_{ME} \) defined by (20).

---

63. This means that the quantity index that corresponds using (2) to the Marshall Edgeworth price index, \( Q_{ME}(p^0, p^1, q^0, q^1) \equiv p^1 q^1 / [p^0 q^0 P_{ME}(p^0, p^1, q^0, q^1)] \), does not satisfy the important linear homogeneity property for quantity indexes, \( Q_{ME}(p^0, p^1, q^0, \lambda q^1) = \lambda Q_{ME}(p^0, p^1, q^0, q^1) \) for all \( \lambda > 0 \).
5.3 The Stochastic Approach

There are two main branches to the stochastic approach for the determination of the price index: the weighted and unweighted approaches.

The unweighted approach can be traced back to the work of Jevons and Edgeworth over a hundred years ago. The basic idea behind the unweighted stochastic approach is that each price relative, $p_i^1/p_i^0$ for $i = 1, 2, \ldots, N$ can be regarded as an estimate of a common inflation rate $\alpha$ between periods 0 and 1; i.e., it is assumed that

$$p_i^1/p_i^0 = \alpha + \varepsilon_i; \quad i = 1, 2, \ldots, N$$

(38)

where $\alpha$ is the common inflation rate and the $\varepsilon_i$ are random variables with mean 0 and variance $\sigma^2$. The least squares or maximum likelihood estimator for $\alpha$ is the CARLI (1764) price index $P_C$ defined as

$$P_C(p^0, p^1) \equiv \frac{1}{N} \sum_{i=1}^{N} (p_i^1/p_i^0).$$

(39)

A drawback of the Carli price index is that it does not satisfy the time reversal test, i.e., $P_C(p^1, p^0) \neq 1/P_C(p^0, p^1)$.

Let us change our stochastic specification and assume that the logarithm of each price relative, $\ln(p_i^1/p_i^0)$, is an unbiased estimate of the logarithm of the inflation rate between periods 0 and 1, $\beta$ say. The counterpart to (38) is now:

$$\ln(p_i^1/p_i^0) = \beta + \varepsilon_i; \quad i = 1, 2, \ldots, N$$

(40)

where $\beta \equiv \ln \alpha$ and the $\varepsilon_i$ are independently distributed random variables with mean 0 and variance $\sigma^2$. The least squares or maximum likelihood estimator for $\beta$ is the logarithm of the geometric mean of the price relatives. Hence the corresponding estimate for the common inflation rate $\alpha$ is the Jevons (1865) price index $P_J$:

$$P_J(p^0, p^1) \equiv \prod_{i=1}^{N} (p_i^1/p_i^0)^{1/N}.$$ 

(41)

The Jevons price index $P_J$ does satisfy the time reversal test and hence is much more satisfactory than the Carli index $P_C$. However, both the Jevons and Carli price indices suf-

64. For references to the literature, see Diepert (1993a, p. 37–38; 1995a, 1995b).
65. “In drawing our averages the independent fluctuations will more or less destroy each other; the one required variation of gold will remain undiminished.” W. Stanley Jevons (1884, p. 26).
66. In fact Fisher (1922, p. 66) noted that $P_C(p^0, p^1)P_C(p^1, p^0) \geq 1$ unless the period 1 price vector $p^1$ is proportional to the period 0 price vector $p^0$, i.e., Fisher showed that the Carli index has a definite upward bias. He urged statistical agencies not to use this formula.
fer from a fatal flaw: each price relative \( p_i^1/p_i^0 \) is regarded as being equally important and is given an equal weight in the index number formulae (39) and (41).

WALSH pointed out the problem with the unweighted stochastic approach:

"It might seem at first sight as if simply every price quotation were a single item, and since every commodity (any kind of commodity) has one price-quotation attached to it, it would seem as if price-variations of every kind of commodity were the single item in question. This is the way the question struck the first inquirers into price-variations, wherefore they used simple averaging with even weighting. But a price-quotation is the quotation of the price of a generic name for many articles; and one such generic name covers a few articles, and another covers many... A single price-quotation, therefore, may be the quotation of the price of a hundred, a thousand, or a million dollar's worths, of the articles that make up the commodity named. Its weight in the averaging, therefore, ought to be according to these money-unit's worth." CORREA MOYLAN WALSH (1921, p. 82–83).

However, WALSH did not specify exactly how these economic weights should be determined.

THEIL (1967, p. 136–137) proposed a solution to the lack of weighting in the Jevons index, (41). He argued as follows. Suppose we draw price relatives at random in such a way that each dollar of expenditure in the base period has an equal chance of being selected. Then the probability that we will draw the ith price relative is equal to \( s_i^0 = p_i^0 q_i^0 / \sum_{k=1}^{N} p_k^0 q_k^0 \), the period 0 expenditure share for commodity i. Then the overall mean (period 0 weighted) logarithmic price change is \( \sum_{i=1}^{N} s_i^0 \ln(p_i^1/p_i^0) \). Now repeat the above mental experiment and draw price relatives at random in such a way that each dollar of expenditure in period 1 has an equal probability of being selected. This leads to the overall mean (period 1 weighted) logarithmic price change of \( \sum_{i=1}^{N} s_i^1 \ln(p_i^1/p_i^0) \).

Each of these measures of overall logarithmic price change seems equally valid so we could argue for taking a symmetric average of the two measures in order to obtain a final single measure of overall logarithmic price change. THEIL argued that a nice symmetric index number formula can be obtained if we make the probability of selection for the nth price relative equal to the arithmetic average of the period 0 and 1 expenditure shares for commodity n. Using these probabilities of selection, THEIL's final measure of overall logarithmic price change was

\[
\ln P_T(p^0, p^1, q^0, q^1) = \sum_{n=1}^{N} (1/2)(s_n^0 + s_n^1) \ln(p_n^1/p_n^0). \tag{42}
\]

The index \( P_T \) defined by (42) is equal to an index defined earlier by the Finnish economist LEO TÖRNQVIST (1936).\(^68\)

\(^67\) "The price index number defined in (1.8) and (1.9) uses the \( n \) individual logarithmic price differences as the basic ingredients. They are combined linearly by means of a two stage random selection procedure: First, we give each region the same chance \( 1/m \) of being selected, and second, we give each dollar spent in the selected region the same chance \( 1/m_n \) of being drawn." HENRI THEIL (1967; p. 138).

\(^68\) See also TÖRNQVIST and TÖRNQVIST (1937) where the formula was explicitly defined.
We can give the following statistical interpretation of the right hand side of (42). Define the \( n \)-th logarithmic price ratio \( r_n \) by:

\[
r_n \equiv \ln(p_n^1/p_n^0) \quad \text{for } n = 1, \ldots, N.
\]

(43)

Now define the discrete random variable, \( R \) say, as the random variable which can take on the values \( r_n \) with probabilities \( \rho_n \equiv (1/2)[s_n^0 + s_n^1] \) for \( n = 1, \ldots, N \). Note that since each set of expenditure shares, \( s_n^0 \) and \( s_n^1 \), sums to one over \( n \), the probabilities \( \rho_n \) will also sum to one. It can be seen that the expected value of the discrete random variable \( R \) is

\[
E[R] \equiv \sum_{n=1}^{N} \rho_n r_n = \sum_{n=1}^{N} (1/2)(s_n^0 + s_n^1) \ln(p_n^1/p_n^0) = \ln P_T(p^0, p^1, q^0, q^1)
\]

using (43) and (42). Thus the logarithm of the index \( P_T \) can be interpreted as the expected value of the distribution of the logarithmic price ratios in the domain of definition under consideration, where the \( N \) discrete price ratios in this domain of definition are weighted according to Theil’s probability weights, \( \rho_n \equiv (1/2)[s_n^0 + s_n^1] \) for \( n = 1, \ldots, N \).

Taking antilogs of both sides of (44), we obtain the Törnqvist Theil price index, \( P_T \). This index number formula has a number of good properties. In particular, \( P_T \) satisfies the proportionality in current prices test (25) and the time reversal test (17) discussed earlier. These two tests can be used to justify Theil’s (arithmetic) method of forming an average of the two sets of expenditure shares in order to obtain his probability weights, \( \rho_n \equiv (1/2)[s_n^0 + s_n^1] \) for \( n = 1, \ldots, N \). Consider the following symmetric mean class of logarithmic index number formulae:

\[
\ln P_s(p^0, p^1, q^0, q^1) \equiv \sum_{n=1}^{N} m(s_n^0, s_n^1) \ln(p_n^1/p_n^0)
\]

(45)

where \( m(s_n^0, s_n^1) \) is a positive function of the period 0 and 1 expenditure shares on commodity \( n \), \( s_n^0 \) and \( s_n^1 \) respectively. In order for \( P_s \) to satisfy the time reversal test, it is necessary that the function \( m \) be symmetric. Then it can be shown\(^{69}\) that for \( P_s \) to satisfy test (25), \( m \) must be the arithmetic mean. This provides a reasonably strong justification for Theil’s choice of the mean function.

The stochastic approach of Theil has another nice symmetry property. Instead of considering the distribution of the price ratios \( r_n = \ln p_n^1/p_n^0 \), we could also consider the distribution of the reciprocals of these price ratios, say:

\[
t_n \equiv \ln p_n^0/p_n^1 \quad \text{for } n = 1, \ldots, N = \ln(p_n^1/p_n^0)^{-1} = -\ln(p_n^1/p_n^0) = -r_n
\]

(46)

\(^{69}\) See Diwertz (2000) and Balk and Diwertz (2001).
where the last equality follows using definitions (43). We can still associate the symmetric probability, \( \rho_n \equiv (1/2)[s_n^0 + s_n^1] \), with the \( n \)-th reciprocal logarithmic price ratio \( t_n \) for \( n = 1, \ldots, N \). Now define the discrete random variable, \( T \) say, as the random variable which can take on the values \( t_n \) with probabilities \( \rho_n \equiv (1/2)[s_n^0 + s_n^1] \) for \( n = 1, \ldots, N \). It can be seen that the expected value of the discrete random variable \( T \) is

\[
E[T] = \sum_{n=1}^{N} \rho_n t_n
\]

\[
= - \sum_{n=1}^{N} \rho_n r_n \quad \text{using (46)}
\]

\[
= -E[R] \quad \text{using (44)}
\]

\[
= -\ln P_T(p^0, p^1, q^0, q^1).
\]

Thus it can be seen that the distribution of the random variable \( T \) is equal to minus the distribution of the random variable \( R \). Hence it does not matter whether we consider the distribution of the original logarithmic price ratios, \( r_n \equiv \ln p_n^1/p_n^0 \), or the distribution of their reciprocals, \( t_n \equiv \ln p_n^0/p_n^1 \); we obtain essentially the same stochastic theory.

It is possible to consider weighted stochastic approaches to index number theory where we look at the distribution of the price ratios, \( p_n^1/p_n^0 \), rather than the distribution of the logarithmic price ratios, \( \ln p_n^1/p_n^0 \). Thus, again following in the footsteps of Theil, suppose we draw price relatives at random in such a way that each dollar of expenditure in the base period has an equal chance of being selected. Then the probability that we will draw the \( n \)-th price relative is equal to \( s_n^0 \), the period 0 expenditure share for commodity \( n \). Now the overall mean (period 0 weighted) price change is:

\[
P_L(p^0, p^1, q^0, q^1) = \sum_{n=1}^{N} s_n^0 (p_n^1/p_n^0),
\]

which turns out to be the Laspeyres price index, \( P_L \) (recall (11) above). This stochastic approach is the natural one for studying sampling problems associated with implementing a Laspeyres price index.\(^70\)

In the above weighted stochastic approaches to index number theory, the price relatives or their logarithms were regarded as having discrete probability distributions where the probabilities associated with each relative (or logarithmic relative) were functions of the expenditure shares in the two periods under consideration. The index number formula was taken to be the mean of the appropriate discrete distribution of these price relatives. However, other measures of central tendency of the distribution could be chosen, such as the weighted median or a trimmed mean. For additional material on

---

\(^70\). We prefer Theil’s stochastic approach to the Laspeyres approach because the former approach treats the data pertaining to the two periods in a symmetric manner. Moreover, the Laspeyres index does not satisfy the crucial time reversal test.
these alternative stochastic approaches, see Diewert (1995b), Cecchetti (1997) and Wynne (1997).

In summary, a reasonably strong case can be made for the Törnqvist Theil price index $P_T$ defined by (42) as being the “best” index number formula that falls out of the weighted stochastic approach to index number theory.

We turn now to our last approach to determining the “best” functional form for the price index.

5.4. The Economic Approach

In this subsection, we will outline the theory of the cost of living index for a single consumer (or household) that was first developed by the Russian economist, A. A. Konûs (1924). This theory relies on the assumption of optimizing behavior on the part of economic agents (consumers or producers). Thus given a vector of commodity or input prices $p_t$ that the agent faces in a given time period $t$, it is assumed that the corresponding observed quantity vector $q_t$ is the solution to a cost minimization problem that involves either the consumer’s preference or utility function $f$ or the producer’s production function $f$. Thus in contrast to the axiomatic approach to index number theory, the economic approach does not assume that the two quantity vectors $q^0$ and $q^1$ are independent of the two price vectors $p^0$ and $p^1$. In the economic approach, the period 0 quantity vector $q^0$ is determined by the consumer’s preference function $f$ and the period 0 vector of prices $p^0$ that the consumer faces and the period 1 quantity vector $q^1$ is determined by the consumer’s preference function $f$ and the period 1 vector of prices $p^1$.

In the economic approach, it is assumed that the consumer has well defined preferences over different combinations of the $N$ consumer commodities or items. Each combination of items can be represented by a positive vector $q = [q_1, \ldots, q_N]$. The consumer’s preferences over alternative possible consumption vectors $q$ are assumed to be representable by a continuous, nondecreasing and concave utility function $f$. Thus if $f(q^1) > f(q^0)$, then the consumer prefers the consumption vector $q^1$ to $q^0$. We further assume that the consumer minimizes the cost of achieving the period $t$ utility level $u^t = f(q^t)$ for periods $t = 0, 1$. Thus we assume that the observed period $t$ consumption vector $q_t$ solves the following period $t$ cost minimization problem:

$$C(u^t, p^t) \equiv \min_q \left\{ \sum_{n=1}^{N} p^n_t q^n_q : f(q) = u^t \equiv f(q^t) \right\} = \sum_{n=1}^{N} p^n_t q^n_q; \quad t = 0, 1. \tag{49}$$

71. $f$ is concave if and only if $f(\lambda q^1 + (1 - \lambda)q^2) \geq \lambda f(q^1) + (1 - \lambda) f(q^2)$ for all $0 \leq \lambda \leq 1$ and all $q^1 \geq 0_N$ and $q^2 \geq 0_N$. Note that $q \geq 0_N$ means that each component of the $N$ dimensional vector $q$ is nonnegative, $q \gg 0_N$ means that each component of $q$ is positive and $q > 0_N$ means that $q \geq 0_N$ but $q \neq 0_N$; i.e. $q$ is nonnegative but at least one component is positive.
The period $t$ price vector for the $n$ commodities under consideration that the consumer faces is $p^t$. Note that the solution to the cost or expenditure minimization problem (49) for a general utility level $u$ and general vector of commodity prices $p$ defines the consumer's cost function, $C(u, p)$.

The Konüs (1924) family of true cost of living indices pertaining to two periods where the consumer faces the strictly positive price vectors $p^0 \equiv (p^0_1, \ldots, p^0_N)$ and $p^1 \equiv (p^1_1, \ldots, p^1_N)$ in periods 0 and 1 respectively is defined as the ratio of the minimum costs of achieving the same utility level $u \equiv f(q)$ where $q \equiv (q_1, \ldots, q_N)$ is a positive reference quantity vector; i.e., we have

$$P_K(p^0, p^1, q) \equiv C[f(q), p^1]/C[f(q), p^0].$$

Definition (50) defines a family of price indices because there is one such index for each chosen reference quantity vector $q$.

It is natural to choose two specific reference quantity vectors $q$ in definition (50): the observed base period quantity vector $q^0$ and the current period quantity vector $q^1$. The first of these two choices leads to the following Laspeyres-Konüs true cost of living index:

$$P_K(p^0, p^1, q^0) \equiv C[f(q^0), p^1]/C[f(q^0), p^0]$$

$$= C[f(q^0), p^1]/\sum_{n=1}^N p^0_n q^0_n \quad \text{using (49) for } t = 0$$

$$= \min_q \left\{ \sum_{n=1}^N p^1_n q_n : f(q) = f(q^0) \right\} / \sum_{n=1}^N p^0_n q^0_n$$

using the definition of the cost minimization problem that defines $C[f(q^0), p^1]$

$$\leq \sum_{n=1}^N p^1_n q^0_n / \sum_{n=1}^N p^0_n q^0_n$$

since $q^0 \equiv (q^0_1, \ldots, q^0_N)$ is feasible for the minimization problem

$$= P_L(p^0, p^1, q^0, q^1)$$

where $P_L$ is the Laspeyres price index defined by (8) above. Thus the (unobservable) Laspeyres-Konüs true cost of living index is bounded from above by the observable Laspeyres price index.\(^{72}\)

The second of the two natural choices for a reference quantity vector $q$ in definition (50) leads to the following Paasche-Konüs true cost of living index:

\(^{72}\) This inequality was first obtained by Konüs (1924; 1939, p. 17). See also Pollak (1983).
\[ P_K(p^0, p^1, q^1) \equiv C[f(q^1), p^1]/C[f(q^1), p^0] \]
\[ = \sum_{n=1}^{N} p_n^1 q_n^1/C[f(q^1), p^0] \text{ using (49) for } t = 1 \quad (52) \]
\[ = \sum_{n=1}^{N} p_n^1 q_n^1 / \min_q \left\{ \sum_{n=1}^{N} p_n^0 q_n : f(q) = f(q^1) \right\} \]

using the definition of the cost minimization problem that defines \( C[f(q^1), p^0] \)
\[ \geq \sum_{n=1}^{N} p_n^1 q_n^1 / \sum_{n=1}^{N} p_n^0 q_n^1 \]

since \( q^1 \equiv (q_1, \ldots, q_n) \) is feasible for the minimization problem and thus
\[ C[f(q^1), p^0] \leq \sum_{n=1}^{N} p_n^0 q_n^1 \text{ and hence } 1/C[f(q^1), p^0] \geq 1/\sum_{n=1}^{N} p_n^0 q_n^1 \]
\[ = P_P(p^0, p^1, q^0, q^1) \]

where \( P_P \) is the Paasche price index defined by (9) above. Thus the (unobservable) Paasche-Konüs true cost of living index is bounded from below by the observable Paasche price index.\(^{73}\)

The inequality (51) shows that the Laspeyres price index \( P_L \) has a nonnegative substitution bias relative to the true cost of living index, \( P_K(p^0, p^1, q^0) \) while the inequality (52) shows that the Paasche index \( P_P \) has a nonpositive substitution bias relative to the true cost of living index, \( P_K(p^0, p^1, q^1) \). Thus the Laspeyres index will generally have an upward bias relative to a cost of living index while the Paasche index will generally have a downward bias relative to a cost of living index.

The above inequalities are independent of the functional form for the consumer’s utility function \( f(q) \) or the corresponding cost function \( C(u, p) \). To make further progress, it is necessary to make specific functional form assumptions about \( f \) or \( C \).

Suppose that the consumer’s cost function, \( C(u, p) \), has the following translog functional form:\(^{74}\)
\[ \ln C(u, p) \equiv a_0 + \sum_{n=1}^{N} a_n \ln p_n + \frac{1}{2} \sum_{n=1}^{N} \sum_{k=1}^{N} a_{nk} \ln p_n \ln p_k \]
\[ + b_0 \ln u + \sum_{n=1}^{N} b_n \ln p_n \ln u + \frac{1}{2}b_{00} \ln u^2 \quad (53) \]

\(^{73}\) This inequality is also due to Konüs (1924) (1939; p. 19). See also Pollak (1983).
\(^{74}\) Christensen, Jorgenson and Lau (1971) introduced this function into the economics literature.
where \( \ln \) is the natural logarithm function and the parameters \( a_n, a_{nk}, \) and \( b_n \) satisfy the following restrictions:

\[
\begin{align*}
a_{nk} &= a_{kn}; & n, k &= 1, \ldots, N; \\
\sum_{n=1}^{N} a_n &= 1; \\
\sum_{n=1}^{N} b_n &= 0; \\
\sum_{k=1}^{N} a_{nk} &= 0; & n &= 1, \ldots, N.
\end{align*}
\]

The parameter restrictions (54)-(57) ensure that \( C(u, p) \) defined by (53) is linearly homogeneous in \( p \), a property that a cost function must have. It can be shown that the translog cost function defined by (53)-(57) can provide a second order Taylor series approximation to an arbitrary cost function and thus it is a flexible functional form.

We assume that the consumer has preferences \( u = f(q) \) that correspond to the translog cost function and that the consumer engages in cost minimizing behavior during periods 0 and 1 so that (49) holds. Define the geometric average of the period 0 and 1 utility levels as \( u^* \); i.e., define \( u^0 \equiv f(q^0), u^1 \equiv f(q^1) \) and

\[
u^* = \left[u^0 u^1\right]^{1/2}.
\]

Diewert (1976, p. 122) showed that under the above assumptions, the Törnqvist Theil index number formula \( P_T \) defined earlier by (42) is exactly equal to the Konös true cost of living index defined by (52) where the reference level of utility is \( u^* \), the geometric average of the consumer's period 0 and 1 utility levels; i.e., we have:

\[
P_K(u^*, p^0, p^1) \equiv C(u^*, p^1)/C(u^*, p^0) = P_T(p^0, p^1, q^0, q^1).
\]

Since the translog cost function defined by (53)-(57) is a flexible functional form, the Törnqvist-Theil price index \( P_T \) is also a superlative index.\(^{76}\)

---

\(^{75}\) It can also be shown that if all of the \( b_i = 0 \) and \( b_{00} = 0 \), then \( C(u, p) = uC(1, p) \equiv uc(p) \); i.e., with these additional restrictions on the parameters of the general translog cost function, we have homothetic preferences. Note that we also assume that utility \( u \) is scaled so that \( u \) is always positive.

\(^{76}\) Diewert (1976; p. 117) termed a quantity index \( Q(p^0, p^1, q^0, q^1) \) to be superlative if it was exactly equal to \( f(q^1)/f(q^0) \) where \( f \) can approximate an arbitrary linearly homogeneous utility function to the second order. Diewert (1976; p. 134) also termed a price index \( P(p^0, p^1, q^0, q^1) \) to be superlative if it was exactly equal to \( c(p^1)/c(p^0) \) where \( c \) can approximate an arbitrary linearly homogeneous unit cost function to the second order.
For the remainder of this section, we assume that the consumer’s utility function $f$ is (positively) linearly homogeneous. In the economics literature, this is known as the assumption of homothetic preferences. Under this assumption, the consumer’s expenditure or cost function, $C(u, p)$ defined by (49) above, decomposes as follows. For positive commodity prices $p > 0_n$ and a positive utility level $u$, we have by the definition of $C$ as the minimum cost of achieving the given utility level $u$:

$$C(u, p) = \min \left\{ \sum_{n=1}^{N} p_n q_n : f(q_1, \ldots, q_N) \geq u \right\}$$

(60)

$$= \min \left\{ \sum_{n=1}^{N} p_n q_n : (1/u)f(q_1, \ldots, q_N) \geq 1 \right\} \text{ dividing by } u > 0$$

$$= \min \left\{ \sum_{n=1}^{N} p_n q_n : f(q_1/u, \ldots, q_N/u) \geq 1 \right\} \text{ using the linear homogeneity of } f$$

$$= u \min \left\{ \sum_{n=1}^{N} p_n q_n/u : f(q_1/u, \ldots, q_N/u) \geq 1 \right\}$$

$$= u \min \left\{ \sum_{n=1}^{N} p_n z_n : f(z_1, \ldots, z_N) \geq 1 \right\} \text{ letting } z_n = q_n/u$$

$$= uC(1, p) = uc(p)$$

where $c(p) \equiv C(1, p)$ is the unit cost function that is corresponds to $f$. Economists will recognize the producer theory counterpart to the result $C(u, p) = uc(p)$: if a producer’s production function $f$ is subject to constant returns to scale, then the corresponding total cost function $C(u, p)$ is equal to the product of the output level $u$ times the unit cost $c(p)$. It can be shown that the unit cost function $c(p)$ satisfies the same regularity conditions that $f$ satisfied; i.e., $c(p)$ is positive, concave and (positively) linearly homogeneous for positive price vectors.

We drop the assumption that the cost function is translog but we continue to assume that the consumer minimizes the cost of achieving the period 0 and 1 utility levels so that equations (49) continue to hold. Substituting (60) into (49) and using $u' = f(q')$ for $t = 0, 1$ leads to the following equations:

$$\sum_{n=1}^{N} p_n' q_n' = c(p')f(q') \quad \text{for } t = 0, 1. \quad (61)$$

77. Economists will recognize the producer theory counterpart to the result $C(u, p) = uc(p)$: if a producer’s production function $f$ is subject to constant returns to scale, then the corresponding total cost function $C(u, p)$ is equal to the product of the output level $u$ times the unit cost $c(p)$.

78. Obviously, the utility function $f$ determines the consumer’s cost function $C(u, p)$ as the solution to the cost minimization problem in the first line of (61). Then the unit cost function $c(p)$ is defined as $C(1, p)$. Thus $f$ determines $c$. But we can also use $c$ to determine $f$ under appropriate regularity conditions. In the economics literature, this is known as duality theory. For additional material on duality theory and the properties of $f$ and $c$, see Samuelson (1953), Shephard (1953) and Diewert (1974a; 1993c, p. 107–123).
Thus under the linear homogeneity assumption on the utility function $f$, observed period $t$ expenditure on the $N$ commodities (the left hand side of (61) above) is equal to the period $t$ unit cost $c(p')$ of achieving one unit of utility times the period $t$ utility level, $f(q')$, (the right hand side of (61) above). Obviously, we can identify the period $t$ unit cost, $c(p')$, as the period $t$ price level $P_t$ and the period $t$ level of utility, $f(q')$, as the period $t$ quantity level $Q'_t$.

The linear homogeneity assumption on the consumer’s preference function $f$ leads to a simplification for the family of KONÚS true cost of living indices, $P_K(p_0^1, p_1^1, q)$, defined by (50) above. Using this definition for an arbitrary reference quantity vector $q$, we have:

$$P_K(p_0^1, p_1^1, q) = C[f(q), p_1^1]/C[f(q), p_0^1]$$
$$= c(p_1^1)f(q)/c(p_0^1)f(q) \quad \text{using (61)}$$
$$= c(p_1^1)/c(p_0^1). \quad (62)$$

Thus under the homothetic preferences assumption, the entire family of KONÚS true cost of living indices collapses to a single index, $c(p_1^1)/c(p_0^1)$, the ratio of the minimum costs of achieving unit utility level when the consumer faces period 1 and 0 prices respectively. Put another way, under the homothetic preferences assumption, $P_K(p_0^1, p_1^1, q)$ is independent of the reference quantity vector $q$.

If we use the KONÚS true cost of living index defined by the right hand side of (62) as our price index concept, then the corresponding implicit quantity index defined using the product test (2) has the following form:

$$Q(p_0^1, p_1^1, q_0^1, q_1^1) = \sum_{n=1}^{N} p_1^1 q_n^1 \bigg/ \left\{ \sum_{n=1}^{N} p_0^0 q_n^0 P_K(p_0^0, p_1^1, q) \right\}$$
$$= c(p_1^1)f(q_1^1)/\left\{ c(p_0^0)f(q_0^1)P_K(p_0^0, p_1^1, q) \right\} \quad \text{using (61) twice} \quad (63)$$
$$= c(p_1^1)f(q_1^1)/\left\{ c(p_0^0)f(q_0^1)(c(p_1^1)/c(p_0^0)) \right\} \quad \text{using (62)}$$
$$= f(q_1^1)/f(q_0^1).$$

Thus under the homothetic preferences assumption, the implicit quantity index that corresponds to the true cost of living price index $c(p_1^1)/c(p_0^1)$ is the utility ratio $f(q_1^1)/f(q_0^1)$. Since the utility function is assumed to be homogeneous of degree one, this is the natural definition for a quantity index.

In addition to the Törnqvist Theil price index $P_T$, it turns out that there are many other superlative index number formulae; i.e., there exist many quantity indices $Q(p_0^1, p_1^1$.

79. There is also a producer theory interpretation of the above theory; i.e., let $f$ be the producer’s (constant returns to scale) production function, let $p$ be a vector of input prices that the producer faces, let $q$ be an input vector and let $u = f(q)$ be the maximum output that can be produced using the input vector $q$. $C(u, p) \equiv \min \left\{ \sum_{i=1}^{N} p_i q_i : f(q) \geq u \right\}$ is the producer’s cost function in this case and $c(p')$ can be identified as the period $t$ input price level while $f(q')$ is the period $t$ aggregate input level.
that are exactly equal to \( f(q^1)/f(q^0) \) and many price indices \( P(p^0, p^1, q^0, q^1) \) that are exactly equal to \( c(p^1)/c(p^0) \) where the aggregator function \( f \) or the unit cost function \( c \) is a flexible functional form. We will define two families of superlative indices below.

Suppose the consumer has the following quadratic mean of order \( r \) utility function:

\[
Q^r = \left( \frac{\sum_{i=1}^{N} s_i^0 (q_i^1/q_i^0)^{r/2}}{\sum_{i=1}^{N} s_i^1 (q_i^1/q_i^0)^{-r/2}} \right)^{1/r}
\]

(64)

where the parameters \( a_{ik} \) satisfy the symmetry conditions \( a_{ik} = a_{ki} \) for all \( i \) and \( k \) and the parameter \( r \) satisfies the restriction \( r \neq 0 \). Diewert (1976, p. 130) showed that the utility function \( f^r \) defined by (64) is a flexible functional form; i.e., it can approximate an arbitrary twice continuously differentiable linearly homogeneous functional form to the second order.

Define the quadratic mean of order \( r \) quantity index \( Q^r \) by:

\[
Q^r(p^0, p^1, q^0, q^1) = \frac{\sum_{i=1}^{N} s_i^0 (q_i^1/q_i^0)^{r/2}}{\sum_{i=1}^{N} s_i^1 (q_i^1/q_i^0)^{-r/2}}
\]

(55)

where \( s_i^t = p_i^t q_i^t / \sum_{k=1}^{N} p_i^t q_k^t \) is the period \( t \) expenditure share for commodity \( i \) as usual. It can be verified that when \( r = 2 \), \( Q^r \) simplifies into \( Q_F \), the Fisher (1922) ideal quantity index.

Diewert (1976, p. 132) showed that \( Q^r \) is exact for the aggregator function \( f^r \) defined by (64); i.e., we have

\[
Q^r(p^0, p^1, q^0, q^1) = f^r(q^1)/f^r(q^0).
\]

(66)

Thus under the assumption that the consumer engages in cost minimizing behavior during periods 0 and 1 and has preferences over the \( N \) commodities that correspond to the utility function defined by (64), the quadratic mean of order \( r \) quantity index \( Q_F \) is exactly equal to the true quantity index, \( f^r(q^1)/f^r(q^0) \). Since \( Q^r \) is exact for \( f^r \) and \( f^r \) is a flexible functional form, we see that the quadratic mean of order \( r \) quantity index \( Q^r \) is a superlative index for each \( r \neq 0 \). Thus there are an infinite number of superlative quantity indices.

For each quantity index \( Q^r \), we can use the identity (2) in order to define the corresponding implicit quadratic mean of order \( r \) price index \( P^{r*} \):

\[
P^{r*}(p^0, p^1, q^0, q^1) = \frac{\sum_{i=1}^{N} p_i^1 q_i^1 / \left( \sum_{i=1}^{N} p_i^0 q_i^0 Q^r(p^0, p^1, q^0, q^1) \right)}{\sum_{i=1}^{N} p_i^0 q_i^0 Q^r(p^0, p^1, q^0, q^1)}
\]

(67)

80. This terminology is due to Diewert (1976; 129).
where \( c^r \) is the unit cost function that corresponds to the aggregator function \( f^r \) defined by (64) above. For each \( r \neq 0 \), the implicit quadratic mean of order \( r \) price index \( P^r \) is also a superlative index.

When \( r = 2 \), \( Q^r \) defined by (65) simplifies to \( Q_F \), the Fisher ideal quantity index and \( P^r \) defined by (67) simplifies to \( P_F \), the Fisher ideal price index. When \( r = 1 \), \( Q^r \) defined by (65) simplifies to:

\[
Q^1(p^0, p^1, q^0, q^1) = \frac{\left\{ \sum_{i=1}^{N} s_i^0(q_i^1/q_i^0)^{1/2} \right\} / \left\{ \sum_{i=1}^{N} s_i^1(q_i^1/q_i^0)^{-1/2} \right\}}{P_W(p^0, p^1, q^0, q^1)}
\]  
(68)

where \( P_W \) is the Walsh price index defined previously by (21). Thus \( P^{1*} \) is equal to \( P_W \), the Walsh price index, and hence it is also a superlative price index.

Suppose the consumer has the following quadratic mean of order \( r \) unit cost function:

\[
c^r(p_1, \ldots, p_N) = \left[ \sum_{i=1}^{N} \sum_{k=1}^{N} b_{ik} p_i^{r/2} p_k^{r/2} \right]^{1/r}
\]  
(69)

where the parameters \( b_{ik} \) satisfy the symmetry conditions \( b_{ik} = b_{ki} \) for all \( i \) and \( k \) and the parameter \( r \) satisfies the restriction \( r \neq 0 \). Diewert (1976, p. 130) showed that the unit cost function \( c^r \) defined by (69) is a flexible functional form; i.e., it can approximate an arbitrary twice continuously differentiable linearly homogeneous functional form to the second order.

Define the quadratic mean of order \( r \) price index \( P^r \) by:

\[
P^r(p^0, p^1, q^0, q^1) = \left\{ \sum_{i=1}^{N} s_i^0(p_i^1/p_i^0)^{r/2} \right\}^{1/r} \left\{ \sum_{i=1}^{N} s_i^1(p_i^1/p_i^0)^{-r/2} \right\}^{-1/r}
\]  
(70)

where \( s_i^r = p_i^r/q_i^r \sum_{k=1}^{N} p_k^r q_k^r \) is the period \( t \) expenditure share for commodity \( i \) as usual. It can be verified that when \( r = 2 \), \( P^r \) simplifies into \( P_F \), the Fisher ideal price index defined by (15) above.

81. This terminology is due to Diewert (1976; p. 130). This unit cost function was first defined by Denny (1974).
Diewert (1976, p. 134) showed that $P^r$ is exact for the unit cost function $c^r$ defined by (69); i.e., we have

$$P^r(p^0, p^1, q^0, q^1) = c^r(p^1)/c^r(p^0).$$

(71)

Thus under the assumption that the consumer engages in cost minimizing behavior during periods 0 and 1 and has preferences over the $N$ commodities that correspond to the unit cost function defined by (69), the quadratic mean of order $r$ price index $P_F$ is exactly equal to the true price index, $c^r(p^1)/c^r(p^0)$. Since $P^r$ is exact for $c^r$ and $c^r$ is a flexible functional form, we see that the quadratic mean of order $r$ price index $P^r$ is a superlative index for each $r \neq 0$. Thus there are an infinite number of superlative price indices.

For each price index $P^r$, we can use the identity (2) in order to define the corresponding implicit quadratic mean of order $r$ quantity index $Q^r$:

$$Q^r(p^0, p^1, q^0, q^1) = \frac{\sum_{i=1}^N p^1_i q^1_i}{\sum_{i=1}^N p^0_i q^0_i} \left\{ \sum_{i=1}^N p^0_i q^0_i P^r(p^0, p^1, q^0, q^1) \right\}$$

(72)

where $f^r$ is the aggregator function that corresponds to the unit cost function $c^r$ defined by (69) above. For each $r \neq 0$, the implicit quadratic mean of order $r$ quantity index $Q^r$ is also a superlative index.

When $r = 2$, $P^r$ defined by (70) simplifies to $P_F$, the Fisher ideal price index and $Q^r$ defined by (72) simplifies to $Q_F$, the Fisher ideal quantity index.

We may sum up the results of this subsection as follows: the Walsh price index $P_W$ defined by (21), the Fisher ideal index $P_F$ defined by (15) and the Törnqvist Theil index number formula $P_T$ defined by (42) can all be regarded as being equally desirable from the viewpoint of the economic approach to index number theory.

5.5. Summing up the Results

Economists and price statisticians have studied the problem of choosing a functional form for the index number formula over the past century from a number of different perspectives. In the previous subsections, we looked at 4 different approaches that led to specific index number formulae as being “best” from each perspective. From the viewpoint of fixed basket approaches, we found that the Fisher and Walsh price indexes, $P_F$ and $P_W$, defined by (15) and (21) appeared to be “best”. From the viewpoint of the test approach, the Fisher index appeared to be “best”. From the viewpoint of the stochastic approach to index number theory, the Törnqvist Theil index number formula $P_T$ defined by (42) emerged as being “best”. Finally, from the viewpoint of the economic approach to index number theory, the Walsh price index $P_W$, the Fisher ideal index $P_F$ and the Törnqvist Theil index number formula $P_T$ were all be regarded as being equally
desirable (along with two entire families of price indexes). What is amazing is that the same three index number formulae emerge as being "best" from very different perspectives! What is even better is that for normal time series data, the three indexes (Walsh, Fisher, and Törnqvist Theil) all approximate each other very closely and so it will not matter very much which of these alternative indexes is chosen.\footnote{Theorem 5 in Diewert (1978; p. 888) shows that $P_T$, $P_T^*$ and $P_T^*$ will approximate each other to the second order around an equal price and quantity point; see Diewert (1978; p. 894) and Hill (2000) for some empirical results.}

This completes the first part of this paper where we have discussed possible transactions domains of definition for a target index of inflation and alternative index number concepts that could be used once the domain of definition has been chosen. We now turn our attention to the properties of the harmonized index of consumer prices (HICP), which each member state of the European Union is required to produce, starting in January, 1997.

6. THE CONCEPTUAL FOUNDATIONS OF THE HARMONIZED INDEX OF CONSUMER PRICES

6.1. The Properties of the HICP

The papers by Astin (1999) and Berglund (1999) lay out the main features of the Harmonized Index of Consumer Prices (HICP) published by Eurostat. In their view, the HICP should have the following properties:

(a) It should encompass only market transactions\footnote{See Astin (1999; p. 3).}; i.e., imputations such as user costs or imputed rental prices for owner occupied housing would not be included.\footnote{"Firstly, the harmonized indices would be concerned only with actual monetary transactions. So, for example, in the area of housing costs, we would not use the imputed rents method to measure the 'price' of owner-occupied housing (such a method is motivated in the measurement of the volume of consumption of housing services, but is irrelevant in the context of measurement of price change)." Berglund (1999; p. 69).}

(b) It should not include interest rates\footnote{See also Astin (1999; p. 3).} or interest costs since “such costs are neither a good or a service but the instrument for balancing the supply and demand of money” (Berglund, 1999, p. 69).

(c) The index should treat owner occupied housing in one of two ways: either exclude owner occupied housing from the index or to include new purchases of dwelling units\footnote{See Astin (1999; p. 5). At present, the HICP excludes both the services of owner occupied dwellings and purchases of new dwellings. “However, consideration is at present being given to a future possible inclusion of the net acquisition prices of new dwellings.” Berglund (1999; p. 71).}, essentially treating purchases of new dwelling units like any other purchase of a consumer durable.

82. Theorem 5 in Diewert (1978; p. 888) shows that $P_T$, $P_T^*$ and $P_T^*$ will approximate each other to the second order around an equal price and quantity point; see Diewert (1978; p. 894) and Hill (2000) for some empirical results.
83. See Astin (1999; p. 3).
84. "Firstly, the harmonized indices would be concerned only with actual monetary transactions. So, for example, in the area of housing costs, we would not use the imputed rents method to measure the 'price' of owner-occupied housing (such a method is motivated in the measurement of the volume of consumption of housing services, but is irrelevant in the context of measurement of price change)." Berglund (1999; p. 69).
85. See also Astin (1999; p. 3).
86. See Astin (1999; p. 5). At present, the HICP excludes both the services of owner occupied dwellings and purchases of new dwellings. “However, consideration is at present being given to a future possible inclusion of the net acquisition prices of new dwellings.” Berglund (1999; p. 71).
(d) The harmonized index should use the Laspeyres formula but the basket must be updated between one and seven years with a preference for more frequent re-weighting.  

(e) "Expenditure incurred for business purposes should be excluded." (BERGLUND, 1999, p. 72).

(f) The harmonized CPI for a country should include the consumption expenditures made by foreign visitors and exclude the expenditure by residents while visiting in a foreign country.  

(g) The prices, which should be used in the HICP, are consumer prices (or final demand prices) rather than producer prices. Thus harmonized prices should include commodity and value added taxes in principle.

(h) The prices of highly subsidized consumer goods and services should be the prices faced by the consumer; i.e., prices after the subsidies.

An implication of (a) is that the HICP should not include new commodities in the domain of definition of the price index (until there is a sample rotation); i.e., if a commodity is present in one of the two periods being compared but not the other, then that commodity should be excluded from the price index. This point follows from (a) because a new commodity cannot be matched precisely to a corresponding commodity in the previous period and hence an imputation must be made to the price of the new commodity in order to adjust for quality change. However, in his remarks on the Panel Discussion on Quality Adjustment at this Conference, JOHN ASTIN made clear that the HICP has undertaken quality adjustment of prices in a systematic way.

We turn now to a discussion of properties (a) to (h) above for a harmonized price index. These 7 properties for the HICP enable us to distinguish it from a cost of living (COL) index or from a producer price index (PPI) based on producer theory. The HICP shares properties (e), (g) and (h) with a COL and the HICP also shares properties (a), (b) and (c) (if new houses are treated like other consumer durables) with a PPI. However properties (a)-(c) are not consistent with a COL index, which should use either a rental equivalence approach to the consumption of housing services or a user cost approach.
approach to the consumption of owner-occupied housing services. In the following section, we will look at alternative treatments of housing in more detail.

Thus from the viewpoint of economic theory, a HICP is not clearly based on consumer theory (which leads to a COL) or on producer theory (which leads to a PPI): it is a mixture of a consumer and producer price index for consumption expenditures.

However, it should be noted that it is not easy to define and implement either a cost of living index or a producer price index that covers consumer expenditures in a consistent fashion. The problem with implementing a COL is that households engage in household production such as work at home, home renovations, etc. In theory, all of the services and materials that households buy as inputs into their household production functions should be segregated from their consumption purchases and be placed in a set of household production accounts. In practice, it is very difficult to determine whether a specific household purchase is an intermediate input or a final demand purchase. Similar measurement problems apply to the construction of a Producer Price Index that covers business sales of consumer goods and services to households for final demand. The problem is that some fraction of business sales of "consumer commodities" will be to other business units who use them as intermediate inputs but it is very difficult to determine these fractions commodity by commodity.

As noted in point (d) above, the HICP is based on the use of a Laspeyres formula; i.e., the base period quantity basket is repriced over time. It is argued that this must be done on practical grounds. However, this argument is not completely convincing since Shapiro and Wilcox (1997) have shown that the Lloyd (1975) Moulton (1996) formula can be used to form a close approximation to a superlative index like the Fisher (1922) ideal or the Törnqvist price indexes defined earlier in this paper. The Lloyd-Moulton formula makes use of the same information set as the usual Laspeyres index except that an estimate of the elasticity of substitution between the various commodities must be provided to the statistical agency. Finally, even if superlative indexes cannot be produced in a timely a fashion as the Laspeyres index, they can be produced with a lag as new household expenditure data or new national accounts data become available. Producing a superlative index on a delayed basis would surely give some useful information to the central bank as to the probable extent of upper level substitution bias.

We will conclude this section by discussing points (b), (f) and (h) in a bit more detail and then in the following section, we will look at some of the problems involved in providing a firmer methodological base for the HICP.

94. Of course, it must be kept in mind that the European Union did not introduce its harmonized index of consumer prices in order to be consistent with economic theory. Initially, HICPs were introduced because the convergence criteria in the Maastricht Treaty required that price inflation be measured comparably across EU countries. Subsequently, the HICP was given a prominent role in the ECB'S quantitative definition of price stability for the simple reason that is was (and still remains) the best available measure.

95. More recently, some recent results due to Schultz (1999) and Okamoto (2001) show how various midyear price indexes can approximate superlative indexes fairly closely under certain conditions. These midyear indexes also do not require information on current quantities or expenditures.
6.2. **Imputations and the Treatment of Interest**

"In practice, 'inflation' is what happens to be the index used to measure it! We decided at an early stage that inflation is essentially a monetary phenomenon. It concerns the changing power of money to produce goods and services. This led us down two important paths. Firstly, the HICPs would be concerned only with actual monetary transactions. So, for example, in the field of housing, we would not use the imputed rents method to measure the price of owner-occupied housing. (This is a valuable concept in the context of the measurement of the volume of consumption of housing services, but it is irrelevant in the context of the measurement of price change). Secondly, we would not include the cost of borrowed money, which is neither a good nor a service. So interest payments were to be excluded. This immediately set the HICP apart from some national CPIs which include interest payments on the grounds that they form part of the regular outgoings of households: a perfectly reasonable argument in the context of a compensation index, but less so for an inflation index." JOHN ASTIN (1999, p. 2–3).

Thus a harmonized index can only have actual transactions that took place in the two periods being compared in its domain of definition and there are to be no imputed prices in the index. We have already stressed that the domain of definition problem needs to be very carefully specified. However, the above description of the HICP does not explain why monetary transactions in certain classes of consumption goods were excluded from the domain of definition of the HICP; i.e., why were actual transactions in second hand houses excluded? On the other hand, in a Cost of Living (COL) approach to the Consumer Price Index (CPI), the consumption of owner-occupied housing would be valued according to a rental equivalence approach or a user cost approach. In the rental equivalence approach, the services of an owner-occupied home would be valued at a comparable market rental price. It is true that this price would be an imputed or estimated one but is this a very different procedure from say estimating the aggregate price of television sets in a country from 30 representative price quotes? It is true that homes are a more complex product but it seems to me that the two estimation or imputation situations are not all that different. On the other hand, in the user cost approach to the purchase of a consumer durable, it is explicitly recognized that not all of the good is consumed in the period of purchase. Thus the purchase price should be decomposed into two parts: the first part which is the cost to the consumer of using the services of the commodity during the period of purchase, and a second part, which is a form of investment that will yield either a return or services to the consumer in future periods. Moreover, the user cost approach provides us with a way of valuing the services of the older vintages of household consumer durable goods and thus allows us to build up a more comprehensive picture of actual household consumption as opposed to the money purchases approach advocated for the HICP, which includes only new purchases of consumer durables. In order to estimate these user costs, it is necessary to have information on the prices of used consumer durables at the beginning and end of each period. Thus one could argue that the user cost approach uses more information on actual asset transac-
tions than the money purchases or acquisitions approach to the treatment of durables. We will return to a more technical discussion of these alternative approaches in the following section.

This is perhaps not the appropriate place to get into an extensive discussion of the role of interest in economics but many economists would be somewhat puzzled at the meaning of the statement that interest is the cost of borrowed money and hence is not a good or a service. Most economists would regard interest as the payment for the use of financial capital for a specified period of time and hence regard it as a service. Hence interest is a price just like any other price: it is the price a borrower must pay to a lender for the use of financial capital for a specified time period. However, KEITH WOOLFORD (1999) has suggested an interesting reason for the possible exclusion of interest from a price index. Namely, interest is not a contemporaneous price; i.e., an interest rate necessarily refers to two points in time; a beginning point when the capital is loaned and an ending point when the capital loaned must be repaid. Thus if for some reason, one wanted to restrict attention to a domain of definition that consisted of only contemporaneous prices, interest rates would be excluded. However, interest rates are prices (even though they are more complex than contemporaneous prices).

6.3. The Treatment of Nonmarket or Highly Subsidized Services

"In most cases goods and services on the market are sold at a price determined by normal market processes. But in several important sectors, especially healthcare and education, it is common to have partial or total subsidies provided by the state. This raises difficult problems in CPI construction, regarding both concept and measurement.

Some experts argued that the full, unsubsidised, price of such products should be included...

Others argued that the HICP does not aim to measure total inflation, but just that part impacting on the private household sector...

The solution finally adopted owes much to the work of PETER HILL. He showed that within the ESA [European System of Accounts] structure it was possible to define an element of expenditure, which he named HFMCE, which related solely to that part of the expenditure actually paid by private households. So that, for example, if 80% of a

96. One of the first economists to realize that interest was an intertemporal price and analogous to an exchange rate that compares the price of a currency in one location with another currency in a different location was the Italian monsignore and civil servant FERDINANDO GALIANI (1751; p. 303): "Hence arose exchange and interest, which are brothers. One is the equalizing of present money and money distant in space, made by an apparent premium, which is sometimes added to the present money, and sometimes to the distant money, to make the intrinsic value of both equal, diminished by the less convenience or the greater risk. Interest is the same thing done between present money and money that is distant in time, time having the same effect as space; and the basis of the one contract, as of the other, is the equality of the true intrinsic value."
chemist’s prescription charge is reimbursed by the government, only the remaining 20% would be included in the HICP. A change in the subsidy would have a similar effect on the ‘market’ price to a change in VAT [Value Added Tax], which, of course, is also included in all CPIs.” John Astin (1999, p. 4).

The treatment of subsidized goods chosen by the HICP is exactly the right one if our domain of definition is the transactions of households, (which is a consumer theory perspective). However, if our domain of definition is the consumer goods and services produced by firms, then the treatment is not correct. From this perspective (a producer theory perspective), the “correct” price is the full, unsubsidized price.

6.4. The Geographic Domain of Definition of the Index

Recall point (f) above; i.e., that the harmonized CPI for a country should include the consumption expenditures made by foreign visitors and exclude the expenditure by residents while visiting in a foreign (non EU) country. Astin describes the motivation for this treatment as follows:

“A quite different aspect of HCIPs is the question of geographic coverage. This is a matter of special interest in the EU, given the fact that the Monetary Union (MU) is only a subset of the EU and is likely to be a subset for some time, as the memberships of both the MU and the EU are likely to increase – at different rates – over the coming years.

At the heart of this question are two concepts well known to national accountants: the domestic concept and the national concept . . .

In principle, a price statistician has two choices. First, he can choose to measure the changes in prices faced by consumers normally resident in the country – in which case the prices paid by these consumers when they are outside the country also have to be included in the index. This is known as the ‘national’ concept of measurement.

Alternatively, he can choose to measure the changes in prices faced by all consumers in the country itself – in which case one must measure only domestic prices, but the weights applied must relate to the total consumption within the country, whether by the resident population or by foreign visitors. This is known as the ‘domestic’ concept of measurement.

There are both theoretical and practical aspects to this question. On a practical level, it would obviously be difficult, if not impossible, for a national price statistician to measure price changes in other countries where consumption is made by residents of his own country. In practice, he would have to use the CPIs of a range of foreign countries – many of which, of course, would not be in the EU.

But theoretically (fortunately) this approach is not called for. National inflation should surely measure national price changes, even if some of them are faced by foreign visitors.” John Astin (1999, p. 6–7).

The transactions domain of definition that is suggested by the above quotation is: all consumer expenditures in the EU, including those of tourists from outside the EU. This domain of definition does not fit neatly into the usual categories. If our domain of definition was EU household consumer expenditures, then tourist expenditures by EU residents made in non EU countries should be included and the tourist expenditures of non EU residents in the EU should be excluded. If we took a producer theory perspective to the domain of definition, then all sales of consumer commodities made by EU suppliers
should be included and this domain of definition would almost coincide with the HICP domain.  

How could the above problems be resolved in a way that would make the HICP domain of definition fit into the usual national accounts categories? A straightforward way of proceeding would be to make the domain of definition household expenditures of EU residents on consumer goods and services but excluding tourist expenditures in non EU countries. A national CPI would add tourist expenditures in non EU countries back into its domain of definition. Tourist expenditures made by non EU residents in the national country would not appear in either the national CPI or the revised HICP.

6.5. Conclusions

We summarize the above discussion as follows. The “theory” of the Harmonized Index of Consumer Prices seems to lack an underlying firm theoretical basis. Evidently, its primary purpose is as a measure of inflation that is based on actual transactions that use money. However, as we argued in section 2 above, a measure of inflation based on “monetary” transactions is too broad to be useful. Thus when the inflation measurement goal of the harmonized index is narrowed down to focus on purchases of consumer goods and services in the economic territory of the Member State, the “general theory” of the HICP does not constrain the index as much as an explicit producer or consumer theory approach would. As a result, the HICP does not fit into either the consumer or producer domains of definition. Thus the HICP introduces a third class of index numbers, which is a mixture of consumer and producer price indexes. This class of index numbers can be contrasted with the two classes of consumption price indexes that emerge from the national accounts framework (and economic theory). One member of this family would look at the consumption transactions of households (a consumer theory approach).

97. Unfortunately, EU suppliers of consumer goods and services also sell these commodities to other EU producers as intermediate inputs so the HICP domain of definition is not quite a producer domain either.

98. Thus for HICP purposes, a national consumer expenditures survey would collect information on tourist expenditures of national residents in the usual way. These tourist expenditures would be further classified according to whether they were made in a non EU country or an EU country. The HICP would use only the information on the latter class of expenditures whereas a national CPI would use the information on both classes of tourist expenditures in forming base period expenditure shares.

99. Of course, there are practical difficulties in collecting (foreign) prices for these tourist expenditures by the national statistical agency. However, there are difficulties of a similar nature in the present HICP: how can EU national price statisticians obtain information on the expenditures of non EU tourists in their country?

100. However, these expenditures would appear in the country’s PPI and in the country’s export price index.
and another branch of the family would look at the domestic production by firms of consumer goods and services (a producer theory approach). This suggested dual approach to index number theory would help fill out the boxes in the System of National Accounts: 1993, where there are basic prices (which correspond roughly to producer prices) and final demand prices (which correspond to consumer prices in the case of the household components of final demand).\footnote{There are some problems with the System's methodology on the producer side; e.g., there is no user cost methodology for capital input, the role of interest is not completely recognized, the role of land, natural resources and inventories as inputs is not recognized and so on. On the consumer side, the user cost or rental equivalence approach to consumer durables is ruled out except for housing services. There is also a reluctance to make any imputations associated with the introduction of new commodities. However, the next revision of the Accounts will surely deal with these problems.}

The above remarks on the lack of complete consistency of the harmonized price indexes are not meant to denigrate the accomplishments of the price statisticians who got the HICP up and running. After all, they faced many time and political constraints and did the best job that they could in a very short time. Moreover, it is difficult to construct a completely consistent index of consumer prices no matter what methodology one uses as the starting point.

In the following section, we will offer some suggestions on how the HICP might be put on a more consistent theoretical foundation.

7. DISCUSSION OF THE PROBLEM AREAS IN CONSTRUCTING A CONSUMER PRICE INDEX

7.1. The Treatment of Quality Change and New Commodities

As we have seen in the previous section, the HICP is basically a fixed base Laspeyres type price index where the base must be changed at least every 10 years but with a preference for more frequent rebasing. The advantage of this methodological approach is its simplicity and ease of explanation. In the base period, expenditure shares for 100 or so basic commodity classes are estimated and a sample of representative items is chosen for each of these basic commodity classes. These items are priced every month, long term price relatives (relating the current month price to the corresponding base period price) are calculated and then averaged for each commodity class (we will discuss exactly how these item price relatives are to be averaged in section 7.4 below) and then these long term “average” price relatives are inserted into the Laspeyres formula, (11) above. Everything seems quite straightforward.

However, as we saw in the paper by Heravi and Silver (2001d), even for a relatively simple commodity like a washing machine, by the end of the year 1998, about 50\% of
the washing machines sold in the UK were not available at the beginning of the year! This is not atypical of the type of sample degradation that occurs in modern economies: the U.S. Bureau of Labor Statistics (1984, p. 13) has estimated that approximately 3% of the price quotes it collected in the previous month are no longer available in the following month. This rapid rate of disappearance of old goods and the rapid introduction of new goods and services creates tremendous methodological problems for the fixed base Laspeyres price index: a substantial fraction of items simply cannot be matched exactly for more than a few months at a time.

How can we deal with this lack of item matching on a conceptual level? The obvious answer is to use hedonic regression methods to quality adjust every item in a basic commodity classification into units of a “standard” item in the classification. Then as an item disappeared, the missing price could immediately be replaced by another (quality adjusted) item price. Of course there is a very big cost in doing these hedonic regressions and there will be some loss of reproducibility and objectivity because the various “operators” of the hedonic regressions will not always end up with exactly the same quality adjustments. However, conceptually, I do not see any other way of overcoming the problem of rapid sample degradation.

Note that once the quality adjustment is done, there is no conceptual problem with applying the fixed base Laspeyres methodology using the universe of quality adjusted prices in each basic commodity classification.

7.2. Substitution Bias or Representativity Bias

Substitution bias is the difference between a cost of living index and the corresponding Laspeyres or Paasche price indexes. These latter two fixed basket indexes essentially assume that the consumer does not substitute away from commodities that have become more expensive going from one period to another.

Now it might be thought that substitution bias is not a relevant consideration if we adopt a fixed basket approach to price measurement; i.e., substitution bias arises only in the context of the economic approach to index number theory and we are not obliged to adopt the economic approach. However, in section 5.1 above, we argued that initially, there were two “natural” fixed basket indexes to choose from in making price comparisons between two periods: the Laspeyres and Paasche indexes. We also argued that if


103. Substitution bias for the Laspeyres price index is the difference between the right and left hand sides of (51) in section 5.4 above while substitution bias for the Paasche price index is the difference between the right and left hand sides of (52).
these two indexes gave different answers, then in order to obtain a single representative estimate of price change between the two periods, it would be necessary to either take an average of the Paasche and Laspeyres estimates or take an average of the two “natural” baskets as a more representative basket. These two approaches led to the Fisher ideal price index $P_F$ defined by (15) and the Walsh price index $P_W$ defined by (21). Put another way, the quantity weights that are used in the Paasche and Laspeyres indexes are representative of only one of the two periods under consideration and hence are in general, not representative of both periods. Hence, when we adopt the symmetric fixed basket approach to index number theory, we can speak of the Paasche and Laspeyres indexes suffering from representativity bias as opposed to substitution bias, which is relevant when we adopt the economic approach to index theory.

It will be useful to obtain a rough estimate of the numerical size of the representativity bias of the Laspeyres and Paasche price indexes under some simplifying assumptions. Our first simplifying assumption is to assume that expenditure shares do not change between the two periods. Thus we assume:

$$s^0_n = s^1_n = s_n, \quad n = 1, \ldots, N$$

where the period $t$ expenditure shares $s^t_n$ were defined by (10) above. Assumption (73) will not be satisfied exactly in real life but it will usually be satisfied empirically to a reasonable degree of approximation, at least over short time periods.

Define the inflation rate for the $n$th commodity going from period 0 to 1, $i_n$, as follows:

$$1 + i_n = p^1_n/p^0_n, \quad n = 1, \ldots, N.$$  

(74)

Recall the share formula for the Laspeyres price index, (11) above. Using (73) and (74), we can rewrite this formula as a function of the commodity specific inflation rates as follows:

104. In recent times, the idea that the Paasche and Laspeyres baskets are not representative of both periods being compared can be traced to Peter Hill (1998; p. 46): “When inflation has to be measured over a specified sequence of years, such as a decade, a pragmatic solution to the problems raised above would be to take the middle year as the base year. This can be justified on the grounds that the basket of goods and services purchased in the middle year is likely to be much more representative of the pattern of consumption over the decade as a whole than baskets purchased in either the first or the last years. Moreover, choosing a more representative basket will also tend to reduce, or even eliminate, any bias in the rate of inflation over the decade as a whole as compared with the increase in the CoL index.” Thus in addition to introducing the concept of representativity bias, Hill also introduced the idea of midyear indexes, which has also been pursued by Schultz (1999) and Okamoto (2001).

105. Thus the representativity bias of the Laspeyres price index is either $P_L - P_F$ or $P_L - P_W$, depending on which symmetric fixed basket approach is preferred. Since typically $P_F$ will be very close to $P_W$, the difference between $P_L - P_F$ and $P_L - P_W$ will not be material. If the true cost of living can be approximated by either $P_F$ or $P_W$, then representativity bias is equal to substitution bias.

106. Note that assumption (73) does not mean that the quantity vectors, $q^0$ and $q^1$, remain unchanged as prices change. If we take the economic approach to index number theory, assumption (73) means that the consumer has Cobb Douglas preferences; e.g., see Diewert (1995a; p. 18).
\[ P_L(i_1, \ldots, I_N) = \sum_{n=1}^{N} s_n^0 (1 + i_n) \]
\[ \approx \sum_{n=1}^{N} s_n (1 + i_n) \quad \text{using (73)} \]
\[ = 1 + \sum_{n=1}^{N} s_n i_n \equiv 1 + i^* \]

where
\[ i^* \equiv \sum_{n=1}^{N} s_n i_n \quad \text{(76)} \]

is the weighted sample mean of the individual commodity inflation rates.

Recall the share formula for the Paasche price index, (12) above. Using (73) and (74), we can rewrite this formula as a function of the commodity specific inflation rates as follows:

\[ P_P(i_1, \ldots, I_N) = \left[ \sum_{n=1}^{N} s_n^1 (1 + i_n)^{-1} \right]^{-1} \]
\[ \approx \left[ \sum_{n=1}^{N} s_n (1 + i_n)^{-1} \right]^{-1} \quad \text{using (73)} \]
\[ = 1 + \sum_{n=1}^{N} s_n i_n \left[ \sum_{n=1}^{N} s_n i_n \right]^2 - \sum_{n=1}^{N} s_n [i_n]^2 \]

where we have approximated the line above by a second order Taylor series approximation around

\[ i_n = 0 \quad \text{for} \ n = 1, \ldots, N \]
\[ = P_L + i^* - \sum_{n=1}^{N} s_n [i_n]^2 \quad \text{using (75) and (76)} \]
\[ = P_L - \sum_{n=1}^{N} s_n [i_n - i^*]^2. \]

Thus the Paasche price index \( P_P \), under the simplifying assumptions (73), is approximately equal to the Laspeyres price index \( P_L \), minus the variance of the sample distribution of the individual commodity inflation rates \( i_n \).\(^{107}\)

---

107. Let \( X \) be a discrete distribution that takes on the values \( i_n \) with probability \( s_n \) for \( n = 1, \ldots, N \). Then \( i^* \equiv \sum_{n=1}^{N} s_n i_n \) is the mean of this random variable and \( \sum_{n=1}^{N} s_n [i_n - i^*]^2 \) is its variance. The approximation result (77) is a generalization of a result in Diewert (1998: p. 56–57).
We can obtain a similar second order Taylor series approximation for the Fisher price index \( P_F \):

\[
P_F(i_1, \ldots, i_N) \equiv \left[ \sum_{n=1}^{N} s_n^0 (1 + i_n) \right]^{1/2} \left[ \sum_{n=1}^{N} s_n^1 (1 + i_n)^{-1} \right]^{-1/2} \\
\approx \left[ \sum_{n=1}^{N} s_n (1 + i_n) \right]^{1/2} \left[ \sum_{n=1}^{N} s_n (1 + i_n)^{-1} \right]^{-1/2} \\
\approx P_L - (1/2) \sum_{n=1}^{N} s_n [i_n - \bar{i}]^2 
\]

where we have approximated the line above the last line by a second order Taylor series approximation around \( i_n = 0 \) for \( n = 1, \ldots, N \).

Finally, we can obtain a similar second order Taylor series approximation for the Walsh price index \( P_W \) defined by (23) above:

\[
P_W(i_1, \ldots, i_N) \equiv \left[ \sum_{n=1}^{N} (s_n^0 s_n^1)^{1/2} (1 + i_n)^{1/2} \right] / \left[ \sum_{n=1}^{N} (s_n^0 s_n^1)^{1/2} (1 + i_n)^{-1/2} \right] \\
\approx \left[ \sum_{n=1}^{N} s_n (1 + i_n)^{1/2} \right] / \left[ \sum_{n=1}^{N} s_n (1 + i_n)^{-1/2} \right] \text{ using (73)} \\
\approx P_L - (1/2) \sum_{n=1}^{N} s_n [i_n - \bar{i}]^2 
\]

where we have approximated the line above the last line by a second order Taylor series approximation around \( i_n = 0 \) for \( n = 1, \ldots, N \).

Note that the Fisher and Walsh price indexes have the same second order Taylor series approximations.

Now we can subtract (78) or (79) from (75) and we obtain the following expression for the approximate representativity bias for the Laspeyres formula:

\[
B_L(i_1, \ldots, i_N) \equiv (1/2) \sum_{n=1}^{N} s_n [i_n - \bar{i}]^2. 
\]

Thus the approximate bias for the Laspeyres price index is equal to one half of the variance of the commodity specific inflation rates between the two periods under consideration. This approximate representativity bias is always nonnegative; i.e., the Laspeyres price index will generally give an answer that is too high compared to an index that uses more representative quantity weights.

In a similar fashion, we can subtract (78) or (79) from (77) and we obtain the following expression for the approximate representativity bias for the Paasche formula:

\[
\]
Thus the approximate bias for the Paasche price index is equal to minus one half of the variance of the commodity specific inflation rates between the two periods under consideration. This approximate representativity bias is always nonpositive; i.e., the Paasche price index will generally give an answer that is too low compared to an index that uses more representative quantity weights.

Our conclusion is that the HICP Laspeyres type index suffers from representativity bias and hence it will generally show higher rates of inflation than a pure price index that uses more representative quantity weights. Formula (80) above gives a useful approximation to this representativity bias.

7.3. Fixed Base versus Chain Indexes

As we saw in section 6 above, Eurostat gives member EU countries a considerable amount of leeway in deciding how often they should change their base year: member countries are allowed to keep their base year fixed for up to 7 years!\(^\text{108}\)

Unfortunately, this lack of harmonization on how often to rebase will lead to a lack of comparability between the member country HICP's under certain conditions. We will now proceed to give such a set of conditions.

Let us make assumption (73) again; i.e., that expenditure shares remain constant from period to period. We now define the period \(t\) inflation rate for commodity \(n\) relative to the base period 0, \(i_n^t\), as follows:

\[
1 + i_n^t = \frac{p_n^t}{p_n^0}, \quad n = 1, \ldots, N; \quad t = 1, \ldots, T. \tag{81}
\]

If we look at the Laspeyres formula going from period 0 to \(t\), as in the previous section, we can derive the following expression for the approximate representativity bias for the period \(t\) Laspeyres fixed base formula:

\[BP(i_1, \ldots, i_N) \equiv -(1/2) \sum_{n=1}^{N} s_n [i_n - i^*]^2. \tag{80}\]
\[ B^i_{L}(i^t_1, \ldots, i^t_n) \equiv (1/2) \sum_{n=1}^{N} s_n [i^t_n - i^t] \]  \tag{82}

where
\[
i^t = \sum_{n=1}^{N} s_n i^t_n. \tag{83}
\]

If the long term price relatives \( p^t_n / p^0_n \equiv 1 + i^t_n \) trend linearly with time \( t \), then from (82), it can be seen that the approximate representativity bias for the period \( t \) Laspeyres fixed base formula will grow quadratically with time. Thus under the assumption of linear trends in prices over time, the fixed base Paasche and Laspeyres price indexes will diverge at a rate that is quadratic in time whereas under the same assumptions, the chained Paasche and Laspeyres price indexes will diverge at a rate that is only linear in time. Hence under these conditions, the fixed base Laspeyres price index will grow much more quickly than its chained counterpart.

However, if the long term price relatives \( p^t_n / p^0_n \) do not grow linearly with time but simply fluctuate randomly around a constant, then the conclusion in the previous paragraph will not hold and both the fixed base and chained Laspeyres price indexes will exhibit much the same behavior.

The implications for Eurostat of all this seem fairly clear: each country should compute the variance of their aggregate long term price relatives and determine whether these variances are growing at faster than linear rates in recent years. If this is the case, then the frequency of rebasing will make a difference to the aggregate country index. Under these conditions, in order to make the country inflation rates comparable, Eurostat should eliminate any choice in the frequency of rebasing.\textsuperscript{109}

7.4. The Choice of Formula at the Elementary Level

In section 5.1 above, we gave a brief overview of how the basic fixed base Laspeyres price index is constructed. In particular, we noted that in the base period, expenditure shares for 100 or so basic commodity classes are estimated and a sample of representative items is chosen for each of these basic commodity classes. These items are priced every month, long term price relatives are calculated and then averaged for each commodity and then these long term "average" price relatives are inserted into the Laspeyres formula, (11) above. The question that we want to address in this section is: exactly how should the sampled long term price relatives be averaged?

HICP regulations allow the use of two types of averaging: either the DUTOT (1738) formula can be used or the geometric mean of the sample of price relatives can be used;

\textsuperscript{109} Of course, annual rebasing will typically lead to the smallest representativity bias and so I would favor this alternative.
i.e., the formula of Jevons can be used (see formula (41) above). If there are $K$ prices in the sample of prices for the commodity class, the Dutot formula $P_D$ is defined as a ratio of average prices as follows:\footnote{We have abused our notation in letting $p^0$ and $p^1$ now denote $K$ dimensional vectors of sampled item prices in a particular expenditure category. Later in this section, we also let $p^0$ and $p^1$ have their original meaning as $N$ dimensional vectors and finally, we also let $p^0$ and $p^1$ denote $M$ dimensional vectors that represent the universe of item prices in a particular expenditure category. However, the meaning of $p^0$ and $p^1$ will be clear from the context.}

$$P_D(p^0, p^1) \equiv (1/K) \sum_{k=1}^{K} p^1_k / (1/K) \sum_{k=1}^{K} p^0_k = \sum_{k=1}^{K} p^1_k / \sum_{k=1}^{K} p^0_k. \quad (84)$$

The Carli formula, (39) above, was explicitly banned as an aggregation formula at the first stage of aggregation due to its systematic failure of the time reversal test.\footnote{Recall Fisher's (1922; p. 66) observation that $P_C(p^0, p^1) P_C(p^1, p^0) > 1$ unless $p^1$ is proportional to $p^0$.}

However, given that the underlying index concept for the HICP is a fixed base Laspeyres price index, it is necessary to ask whether the use of the JEVONS or Dutot formulas at the first stage of aggregation is consistent with the overall Laspeyres index methodology? In the case of the Jevons formula, our tentative answer to this question is no as we shall explain below.

Before we can address the above question, it is necessary to discuss another problem. In section 2 above where we first introduced the value aggregates $V^0$ and $V^1$ and the price and quantity indexes, $P(p^0, p^1, q^0, q^1)$ and $Q(p^0, p^1, q^0, q^1)$ that decomposed the value ratio $V^1/V^0$ into the price change part $P(p^0, p^1, q^0, q^1)$ and the quantity change part $Q(p^0, p^1, q^0, q^1)$, we took it for granted that the period $t$ price and quantity for commodity $n$, $p^0_n$ and $q^0_n$, respectively, were well defined. However, is this definition really straightforward? Again, the answer to this question is no since individual consumers may purchase the same item during period $t$ at different prices. Similarly, if we look at the sales of a particular shop or outlet that sells to consumers, the same item may sell at very different prices during the course of the period. Hence before we can apply a traditional bilateral price index of the form $P(p^0, p^1, q^0, q^1)$ considered in previous sections of this paper, there is a non trivial first stage aggregation problem in order to obtain the basic prices $p^0_n$ and $q^0_n$ that are the components of the price vectors $p^0$ and $p^1$ and the quantity vectors $q^0$ and $q^1$.

Diewert (1995a, p. 20–21), following Walsh\footnote{Walsh explained his reasoning as follows: "Of all the prices reported of the same kind of article, the average to be drawn is the arithmetic; and the prices should be weighted according to the relative mass quantities that were sold at them." Correa Moylan Walsh (1901; p. 96). "Some nice questions arise as to whether only what is consumed in the country, or only what is produced in it, or both together are to be counted; and also there are difficulties as to the single price quotation that is to be given at each period to each commodity, since this, too, must be an average. Throughout the country during the period a commodity is not sold at one price, nor even at one wholesale price in its principal market. Various quantities of it are sold at different prices, and the full value is obtained by adding all the sums spent (at the same stage in its advance towards the consumer), and the average price is found by dividing the total sum (or the full value) by the total quantities." Correa Moylan Walsh (1921; p. 88).} and Davies (1924, 1932), suggested
that the appropriate quantity at this first stage of aggregation is the total quantity purchased of the narrowly defined item and the corresponding price is the value of purchases of this item divided by the total amount purchased (which is a unit value). We will adopt this suggestion as our concept for the price and quantity at the first stage of aggregation.

Having decided on an appropriate definition of price and quantity for an item at the very lowest level of aggregation, we now consider how to aggregate these elementary prices and quantities into the 100 or so higher level aggregates. Let us choose one of these 100 categories and suppose that there are $M$ lowest level items or specific commodities in this category. If we take the Laspeyres perspective to index number theory, then we can use the Laspeyres formula at this elementary level of aggregation:\(^{113}\)

$$P_L(p^0, p^1, q^0) \equiv \sum_{m=1}^{M} \rho_m^0 q_m^0 / \sum_{m=1}^{M} p_m^0 q_m^0 = \sum_{m=1}^{M} \rho_m^0 p_m^1 / \sum_{m=1}^{M} \rho_m^0 p_m^0$$ (85)

where the base period item probabilities $\rho_m^0$, are defined as follows:

$$\rho_m^0 \equiv q_m^0 / \sum_{i=1}^{m} q_i^0; \quad m = 1, \ldots, M.$$ (86)

Thus the base period probability for item $m$, $\rho_m^0$, is equal to the purchases of item $m$ in the base period relative to total purchases of all items in the commodity class in the base period. We note that these definitions require that all items in the commodity class have the same units (or can be quality adjusted into "standard" units).

Now it is easy to see how formula (85) could be turned into a rigorous sampling framework for sampling prices in the particular commodity class under consideration. If item prices in the commodity class were sampled proportionally to their base period probabilities $\rho_m^0$, then the Laspeyres index (85) could be estimated by the Dutot index defined by (84). In general, with an appropriate sampling scheme, the use of the Dutot formula at the elementary level of aggregation can be perfectly consistent with a Laspeyres index concept.

The Dutot formula can also be consistent with a Paasche index concept. If we use the Paasche formula at the elementary level of aggregation, we obtain the following formula:

$$P_P(p^0, p^1, q^1) \equiv \sum_{m=1}^{M} p_m^1 q_m^1 / \sum_{m=1}^{M} p_m^0 q_m^1 = \sum_{m=1}^{M} \rho_m^1 p_m^1 / \sum_{m=1}^{M} \rho_m^1 p_m^0$$ (87)

where the period one item probabilities $\rho_m^1$ are defined as follows:

113. Recall that the Laspeyres formula is consistent in aggregation so that first constructing Laspeyres indexes for each of the 100 commodity classes and then doing a second stage Laspeyres index will be equivalent to doing a single stage Laspeyres index. Balk (1994) considers in some detail the problems involved in setting up a sampling framework for the Laspeyres index.
\[
\rho^1_m \equiv \frac{q^1_m}{\sum_{i=1}^M q^1_i}; \quad m = 1, \ldots, M.
\] (88)

Thus the period one probability for item \(m\), \(\rho^1_m\), is equal to the quantity purchased of item \(m\) in period one relative to total purchases of all items in the commodity class in that period.

Again, it is easy to see how formula (87) could be turned into a rigorous sampling framework for sampling prices in the particular commodity class under consideration. If item prices in the commodity class were sampled proportionally to their period one probabilities \(\rho^1_m\), then the Paasche index (87) could be estimated by the Dutot index defined by (84). In general, with an appropriate sampling scheme, the use of the Dutot formula at the elementary level of aggregation can be perfectly consistent with a Paasche index concept.\(^{114}\)

Rather than use the fixed basket representations for the Laspeyres and Paasche indexes, formulae (8) and (9) above, and use the quantity shares \(\rho^0_m \) or \(\rho^1_m\) as probability weights for prices, we could use the expenditure share representations for the Laspeyres and Paasche indexes, formulae (11) and (12) above, and use the expenditure shares \(s^0_m \) or \(s^1_m\) as probability weights for price relatives. Thus if the relative prices of items in the commodity class under consideration are sampled using weights that are proportional to their base period expenditure shares in the commodity class, then the following *Carli index*

\[
P_C(p^0, p^1) \equiv \sum_{k=1}^K \left( \frac{1}{K} \right) p^1_k / p^0_k
\] (89)

can be consistent with the estimation of a Laspeyres price index for that commodity class.\(^{115}\) On the other hand, if the relative prices of items in the commodity class under consideration are sampled using weights that are proportional to their period one expenditure shares in the commodity class, then the following *harmonic index*

\[
P_H(p^0, p^1) \equiv \left\{ \sum_{k=1}^K \left( \frac{1}{K} \right) \left[ \frac{p^1_k / p^0_k}{1} \right]^{-1} \right\}^{-1}
\] (90)

can be consistent with the estimation of a Paasche price index for that commodity class.\(^{116}\)

---

\(^{114}\) Of course, the Dutot index based on the Paasche sampling framework will usually be greater than the Dutot index based on the Laspeyres sampling framework due to representativity or substitution bias.

\(^{115}\) We have abused our notation a bit here in not inventing a new notation for the sampled prices. We have also let the price vectors \(p^0\) and \(p^1\) denote both vectors of sampled prices as well as the complete list of item prices in the commodity class for periods 0 and 1.

\(^{116}\) If the same items are chosen in (89) and (90), then since a harmonic mean is equal or less than the corresponding arithmetic mean, we have \(P_H(p^0, p^1) \leq P_C(p^0, p^1)\); see *HARDY, LITTLEWOOD and PÓLYA* (1934, p. 26). Equation (77) can be used to estimate the difference between \(P_H\) and \(P_C\): if we let \(N = K\) and let the shares \(s_n = 1/K\); i.e., (77) implies \(P_H \approx P_C - \sum_{k=1}^K \left( \frac{1}{K} \right) [i_k - i]^2\), where \(i_k = p^1_k / p^0_k\).
The above results show that the Dutot and Carli elementary indexes, \( P_D \) and \( P_C \) defined by (84) and (89), can be justified as approximations to an underlying Laspeyres price index for the commodity class under appropriate price sampling schemes. They also show that the Dutot and harmonic elementary indexes, \( P_D \) and \( P_H \) defined by (84) and (90), can be justified as approximations to an underlying Paasche price index for the commodity class under appropriate price sampling schemes. However, we have not been able to justify the use of the Jevons elementary index \( P_J \) defined by (41) as an approximation to an underlying Laspeyres index. Hence, there appears to be an inconsistency in the HICP, which adopts a fixed base Laspeyres methodology but yet allows the use of the geometric mean of a sample of price relatives as an admissible elementary index.

The above inconsistency could be avoided if the HICP were to adopt a more symmetric approach to index number theory as we shall now explain.

Recall Theil's (1968) stochastic approach to index number theory explained in section 5.3 above. Let us apply this framework to a particular commodity classification. The logarithm of our index number target is:

\[
\ln P_r(p^0, p^1, q^0, q^1) = \sum_{m=1}^{M} (1/2)[s_m^0 + s_m^1] \ln p_m^1/p_m^0 = \sum_{m=1}^{M} \rho_m \ln p_m^1/p_m^0
\]  

where the probability of selecting item \( m \) in this category is \( \rho_m \) defined as the average of the category expenditure shares, \( s_m^0 \) and \( s_m^1 \), pertaining to the two periods under consideration:

\[
\rho_m = (1/2)[s_m^0 + s_m^1]; \quad m = 1, \ldots, M.
\]  

If items are selected proportionally to the above probabilities, then \( \sum_{k=1}^{K} (1/K) \ln p_k^1/p_k^0 \) could be an estimator of the category logarithmic price change and hence the Jevons category price index \( P_J \) defined as

\[
\ln P_J(p^0, p^1) \equiv \sum_{k=1}^{K} (1/K) \ln p_k^1/p_k^0
\]  

can be justified as a symmetric measure of price change for the category under consideration. Thus under an item sampling scheme where the probability of selection is proportional to the probabilities defined by (92), we can justify the Jevons elementary index as an approximation to the Törnqvist Theil price index for the category, \( P_T \).

We now consider another sampling framework. Suppose that item expenditure shares during the two periods under consideration are equal so that

117. This item sampling framework is not particularly "practical" but our goal here is to see under what conditions the Jevons elementary index emerges as an appropriate one for the underlying index number concept.
Now if the relative prices of items in the commodity class under consideration are sampled using weights that are proportional to their base period expenditure shares in the commodity class, then the Carli index $P_C$ defined by (89) can be justified as an approximation to the Laspeyres price index. However, under assumption (94), the same sampling frame can be used in order to justify the harmonic index $P_H$ defined by (90) as an approximation to the Paasche price index. Hence, taking the geometric mean of $P_C$ and $P_H$ gives us an elementary index that will be a good approximation to the Fisher ideal price index $P_F$ for the category under consideration. Thus define the elementary index $P_{CSWD}$ advocated by CARRUTHERS, SELLWOOD and WARD (1980) and DALÉN (1992) as follows:

$$P_{CSWD}(p^0, p^1) = \left[ P_C(p^0, p^1)P_H(p^0, p^1) \right]^{1/2}$$

(95)

where $P_C$ and $P_H$ are defined by (89) and (90) respectively.\(^{118}\)

A major advantage of $P_{CSWD}$ over the Carli and Harmonic elementary indexes is that $P_{CSWD}$ satisfies the time reversal test whereas the other two indexes do not.\(^{119}\) A second major advantage of $P_{CSWD}$ is that this index under some conditions is consistent\(^{120}\) with the use of a Fisher index; i.e., it is consistent with taking a symmetric average of the Paasche and Laspeyres indexes.

A natural question to ask at this stage is: how different will the Carruthers, Sellwood, Ward and Dalén index $P_{CSWD}$ be from the Jevons elementary index $P_J$? As in section 7.2 above, define the individual item inflation rates $i_k$ for the prices in the sample as follows:

$$1 + i_k \equiv p_k^1/p_k^0, \quad k = 1, \ldots, K.$$  

(96)

It is easy to show that both $P_J(p^0, p^1)$ and $P_{CSWD}(p^0, p^1)$ can be written as functions of the $K$ individual item inflation rates, $i_1, \ldots, i_K$, so that we can write $P_J$ and $P_{CSWD}$ as $P_J$

---

118. $P_{CSWD}$ was first suggested by FISHER (1922; p. 472) as his formula number 101. FISHER (1922; p. 211) observed that $P_{CSWD}$ was numerically very close to the unweighted geometric mean index $P_J$ defined by (93) for his data set. FISHER (1922; p. 245) regarded $P_J$ and $P_{CSWD}$ as being the best unweighted index number formula although he regarded both formulae as being “poor”. FISHER (1922; p. 244–245) also classified $P_H$ as the worst “poor” and $P_C$ as the second best “worthless” index number formula. In more recent times, CARRUTHERS, SELLWOOD and WARD (1980; p. 25) and DALÉN (1992; p. 140) have advocated the use of $P_{CSWD}$ as an elementary index.

119. Recall that FISHER (1922; p. 66) showed that $P_C(p^0, p^1)P_H(p^0, p^1) > 1$ unless $p^1$ is proportional to $p^0$. In a similar fashion, it can be shown that $P_H(p^0, p^1)P_H(p^1, p^0) < 1$ unless $p_1$ is proportional to $p^0$. Thus $P_C$ will generally have an upward bias while $P_H$ will generally have a downward bias. DALÉN (1994; p. 150–151) gives some nice explanations for the upward bias of the Carli index.

120. We require assumptions (94) plus an appropriate sampling framework. DALÉN (1994; p. 151) regarded the CARRUTHERS, SELLWOOD, WARD and DALÉN formula as an approximation to the Fisher ideal price index.
(i₁,...,iₖ) and P_{CSWD}(i₁,...,iₖ). Dalén (1992, p. 143) showed that the second order Taylor series approximations to \( P_J(i₁,...,iₖ) \) and \( P_{CSWD}(i₁,...,iₖ) \) around the point \((i₁,...,iₖ) = (0,...,0)\) are:

\[
P_J(i₁,...,iₖ) \approx 1 + i^* - \left( \frac{1}{2} \sum_{k=1}^{K} \frac{(1/Κ)(i_k - i^*)^2}{K} \right); \tag{97}
\]

\[
P_{CSWD}(i₁,...,iₖ) \approx 1 + i^* - \left( \frac{1}{2} \sum_{k=1}^{K} \frac{(1/Κ)(i_k - i^*)^2}{K} \right). \tag{98}
\]

where \( i^* \equiv \sum_{k=1}^{K} (1/Κ)i_k \) is the sample mean of the individual item inflation rates. The approximations on the right hand side of (97) and (98) are identical and hence show that \( P_J \) and \( P_{CSWD} \) approximate each other to the second order around the point \((i₁,...,iₖ) = (0,...,0)\).¹²¹ Thus for normal time series data, these two elementary indexes will usually be very close.¹²²

The approximation results in the above paragraph indicate that the use of the Jevons elementary index is not consistent with the fixed base Laspeyres methodology that is at the heart of the HICP. However, the Jevons index is consistent with the stochastic approach of Theil and is approximately consistent with a symmetric fixed basket approach to index number theory. Our discussion above indicates that a great deal of care needs to be taken in order to work out a sampling framework that is consistent with the overall approach to index number theory that is chosen by the statistical agency.

We conclude this section with some quotations which summarize the results of recent index number studies that make use of scanner data; i.e., of detailed data on the prices and quantities of individual items that are sold in retail outlets.

“A second major recent development is the willingness of statistical agencies to experiment with scanner data, which are the electronic data generated at the point of sale by the retail outlet and generally include transactions prices, quantities, location, date and time of purchase and the product described by brand, make or model. Such detailed data may prove especially useful for constructing better indexes at the elementary level. Recent studies that use scanner data in this way include Silver (1995), Reinsdorf (1996), Bradley, Cook, Leaver and Moulton (1997), Dalén (1997), De Haan and Oppendoes (1997) and Hawkes (1997). Some estimates of elementary index bias (on an annual basis) that emerged from these studies were: 1.1 percentage points for television sets in the United Kingdom; 4.5 percentage points for coffee in the United States; 1.5 percentage points for ketchup, toilet tissue, milk and tuna in the United States; 1 percentage point for fats, detergents, breakfast cereals and frozen fish in Sweden; 1 percen-

¹²¹. Diewert (1995a; p. 29) generalized Dalén’s result, allowing the point of approximation to be an arbitrary vector of constants instead of the vector of zeros.

¹²². The corresponding second order approximation to \( P_T \) is \( 1 + i^* \) and to \( P_H \) is \( 1 + i^* - \sum_{k=1}^{K} (1/Κ)(i_k - i^*)^2 \), which is 1 plus the sample mean minus the sample variance of the item inflation rates.
tage point for coffee in the Netherlands and 3 percentage points for coffee in the United States respectively. These bias estimates incorporate both elementary and outlet substitution biases and are significantly higher than our earlier Ballpark estimates of 0.25 and 0.41 percentage points. On the other hand, it is unclear to what extent these large bias estimates can be generalized to other commodities.” W. Erwin Diewert (1998, p. 54-55).

“Before considering the results it is worth commenting on some general findings from scanner data. It is stressed that the results here are for an experiment in which the same data were used to compare different methods. The results for the U.K. Retail Prices Index can not be fairly compared since they are based on quite different practices and data, their data being collected by price collectors and having strengths as well as weaknesses (Fenwick, Ball, Silver and Morgan, 2002). Yet it is worth following up on Diewert’s (2001c) comment on the U.K. Retail Prices Index electrical appliances section, which includes a wide variety of appliances, such as irons, toasters, refrigerators, etc. which went from 98.6 to 98.0, a drop of 0.6 percentage points from January 1998 to December 1998. He compares these results with those for washing machines and notes that ‘‘...it may be that the non washing machine components of the electrical appliances index increased in price enough over this period to cancel out the large apparent drop in the price of washing machines but I think that this is somewhat unlikely.’ A number of studies on similar such products have been conducted using scanner data for this period. Chained Fishers indices have been calculated from the scanner data, (the RPI (within year) indices are fixed base Laspeyres ones), and have been found to fall by about 12% for televisions (Silver and Heravi, 2001b), 10% for washing machines (Table 7 below), 7.5% for dishwashers, 15% for cameras and 5% for vacuum cleaners (Silver and Heravi, 2001c). These results are quite different from those for the RPI section and suggest that the washing machine disparity, as Diewert notes, may not be an anomaly. Traditional methods and data sources seem to be giving much higher rates for the CPI than those from scanner data, though the reasons for these discrepancies were not the subject of this study.” Mick Silver and Saeed Heravi (2001d, p. 25).

The above quotations summarize the results of many category index number studies that are based on the use of scanner data. These studies indicate that when detailed price and quantity data are used in order to compute superlative indexes or hedonic indexes for an expenditure category, the resulting measures of price change are generally below the corresponding official statistical agency estimates of price change for that category. Often the measures of price change based on the use of scanner data are considerably below the corresponding official measures.123 These results are very troubling. They

123. However, scanner data studies do not always show large potential biases in official CPIs. Masato Okamoto has informed me that a large scale comparative study in Japan is underway. Using scanner data for about 250 categories of processed food and daily necessities collected over the period 1997 to 2000, it was found that the indexes based on scanner data averaged only about 0.2 percentage points below the corresponding official indexes per year. Japan uses the Dutot formula at the elementary level in its official CPI.
seem to indicate that the sampling procedures and index number formulae used by statistical agencies to calculate measures of price change at the lowest levels of aggregation are leading to estimates of price change that are considerably higher (in many cases) than corresponding estimates of price change that are based on the use of superlative indexes or hedonic regression methods.

We turn now to one of the most difficult problems associated with the HICP and that is the treatment of housing.

7.5. The Treatment of Housing

“We have noticed also that though the benefits which a man derives from living in his own house are commonly reckoned as part of his real income, and estimated at the net rental value of his house; the same plan is not followed with regard to the benefits which he derives from the use of his furniture and clothes. It is best here to follow the common practice, and not count as part of the national income or dividend anything that is not commonly counted as part of the income of the individual.” Alfred Marshall (1898, p. 594–595).

When a durable good (other than housing) is purchased by a consumer, national Consumer Price Indexes (and the HICP) attribute all of that expenditure to the period of purchase even though the use of the good extends beyond the period of purchase. However, the treatment of owner occupied housing in national CPI’s is more diverse. The Bureau of Labor Statistics in the U.S. follows the treatment suggested by Marshall above and estimates a price for the use of an owner occupied dwelling that is equal to the rental of an equivalent dwelling. This is the rental equivalence approach to the treatment of owner occupied housing. Statistics Iceland estimates a user cost for the dwelling; we will discuss this user cost approach in more detail below.

There are two additional approaches to the treatment of owner occupied housing in a CPI. The first of these two approaches is the net acquisitions approach, which is nicely described by Goodhart as follows:

“The first is the net acquisition approach, which is the change in the price of newly purchased owner occupied dwellings, weighted by the net purchases of the reference population. This is an asset based measure, and therefore comes close to my preferred measure of inflation as a change in the value of money, though the change in the price of the stock of existing houses rather than just of net purchases would in some respects be even better. It is, moreover, consistent with the treatment of other durables. A few countries, e.g., Australia and New Zealand, have used it, and it is, I understand, the main contender for use in the Euro-area Harmonized Index of Consumer Prices (HICP), which currently excludes any measure of the purchase price of (new) housing, though it does include minor repairs and maintenance by home owners, as well as all expenditures by tenants.” Charles Goodhart (2001, F350).

Thus the weights for the net acquisitions approach are the net purchases of the household sector of new houses in the base period and the long term price relative for this category is the price of new houses (quality adjusted) in the current period relative to the
price of new houses in the base period. Note that this price does not include the land that
the dwelling sits on. Finally, note that this treatment of housing is identical to the treat­
ment of purchases of other consumer durables.

Our fourth approach to the treatment of owner occupied housing, the payments ap­proach, is described by Goodhart as follows:

“The second main approach is the payments approach, measuring actual cash outflows, on down
payments, mortgage repayments and mortgage interest, or some subset of the above. This approach always, however, includes mortgage interest payments. This, though common, is analyti­cally unsound. First, the procedure is not carried out consistently across purchases. Other goods bought on the basis of credit, e.g., credit card credit, are usually not treated as more expensive on that account (though they have been in New Zealand). Second, the treatment of interest flows is not consistent across persons. If a borrower is worse off in some sense when interest rates rise, then equivalently a lender owning an interest bearing asset is better off; why measure one and not the other? If I sell an interest earning asset, say a money market mutual fund holding, to buy a house, why am I treated differently to someone who borrows on a (variable rate) mortgage? Third, should not the question of the price of any purchase be assessed separately from the issue of how that might be financed? Imports, inventories and all business purchases tend to be purchased in part on credit. Should we regard imports as more expensive, when the cost of trade credit rises? Money, moreover, is fungible. As we know from calculations of mortgage equity withdrawal, the loan may be secured on the house but used to pay for furniture. When interest rates rise, is the fur­niture thereby more expensive? Moreover, the actual cash out-payments totally ignore changes in the on going value of the house whether by depreciation, or capital loss/gain, which will often dwarf the cash flow. Despite its problems, such a cash payment approach was used in the United Kingdom until 1994 and still is in Ireland.” Charles Goodhart (2001, F350-F351).

Thus the payments approach to owner occupied housing is a kind of a cash flow ap­proach to the costs of operating an owner occupied dwelling. I agree with Goodhart in being critical of this approach.124 My main objection to the approach is that it ignores the opportunity costs of holding the equity in the owner occupied dwelling and it ignores de­preciation. However, once adjustments are made for these imputed costs, we have drifted into a rather complicated user cost approach to the treatment of housing. In gen­eral, this approach will tend to lead to much smaller monthly expenditures on owner oc­cupied housing than the other 3 main approaches.

With the above four approaches to the treatment of owner occupied housing in mind, we turn now to its treatment in the HICP:

“A special coverage problem concerns owner-occupied housing. This has always been one of the most difficult sectors to deal with in CPIs.

Strictly, the price of housing should not be included in a CPI because it is classified as capital. On the other hand, the national accounts classifies imputed rents of owner-occupiers as part of consumers’ expenditure. This is a reasonable thing to do if the aim is to measure the volume of consumption of the capital resource of housing. But that is not what a CPI is measuring.

Some countries, following the compensation index concept, would prefer to have mortgage in­terest included in the HICP. This approach could indeed be defended for a compensation index.

124. I agree with most of Goodhart’s criticisms of the payments approach except that when (real) interest rates rise on a sustained basis, I would argue that furniture is thereby made more expen­sive from at least two perspectives. To cover these increased real interest rate costs, rental prices of furniture should indeed rise (the rental equivalence perspective) and the furniture owner’s op­portunity cost of using the furniture should also rise (the user cost perspective).
because there is not doubt that the monthly mortgage payment is an important element in the budget of many households: a rise in the interest rate acts in exactly the same way as a price increase from the point of view of the individual household. But this is not acceptable for a wider inflation index.

So, after many hours of debate, the Working Party came to the conclusion that there were just two options. The first was to simply exclude owner-occupied housing from the HICP. One could at least argue that this was a form of harmonization, although it is worrying that there are such large differences between Member States in the percentages of the population which own or rent their dwellings. Exclusion also falls in line with the international guideline issued 10 years ago by the ILO. Furthermore, it would be possible to supplement the HICP with a separate house price index, which could be used by analysts as part of a battery of inflation indicators.

The second option was to include owner-occupied housing on the basis of acquisition costs, essentially treating them like any other durable. Most secondhand housing would be excluded: in practice the index would include new houses plus a small volume of housing new to the household sector (sales from the company or government sectors to the household sector).

The main problem here is practical: several countries do not have new house price indices and their construction could be difficult and costly. A Task Force is at present examining these matters. Final recommendations are due at the end of 1999.” JOHN ASTIN (1999, p. 5).

Thus the HICP seems to be leaning towards a fifth approach to the treatment of owner occupied housing; i.e., to just omit it entirely from the index (which is the current treatment)! The problem with this solution is the fact that the proportion of owner occupied dwellings differs dramatically across EU countries: for example, as noted earlier, only 40% of Germans live in owner occupied dwellings while about 85% of Spaniards live in owner occupied dwellings. Thus omitting owner occupied housing from the HICP will tend to make the indexes incomparable across EU countries.

The next most preferred approach to the treatment of owner occupied housing mentioned by Astin is the acquisitions approach. The problem with this approach is that purchases of new houses simply do not reflect the actual consumption of housing services for the population of owner-occupiers. Thus if our purpose is to measure the real consumption of the population during a period and a price index is required to deflate nominal consumption expenditures into real consumption, then the acquisitions approach to the treatment of owner occupied housing will not be satisfactory.

We now consider the remaining three approaches to the treatment of owner occupied housing. We agree with Goodhart and Astin that the payments approach is not very suitable as a measure of general housing inflation. That leaves the rental equivalence and user cost approaches. From the viewpoint of HICP methodology which tries to avoid imputations, both of these approaches are not suitable, since they involve imputations. However, we have already noted that the HICP endorses quality change adjustments and of course, these are imputations. Moreover, the HICP endorses sampling of prices at the elementary level of aggregation and the resulting sample average measures of price change are also imputations.125 Thus I do not think that the “no imputations” rule in the HICP should be taken too seriously.

125. Thus the rental equivalence approach to owner occupied housing essentially collects a sample of rents for various dwellings and then uses this sample of rents to impute rents to owner occupied dwellings with similar characteristics.
We shall conclude this section by trying to make a case for the use of either the rental equivalence or user cost approaches for the treatment of owner occupied housing.

The *rental equivalence approach* simply values the services yielded by the use of a consumer durable good for a period by the corresponding market rental value for the same durable for the same period of time (if such a rental value exists). This is the approach taken by the Bureau of Labor Statistics in the U.S. and in the *System of National Accounts: 1993* for owner occupied housing:

“As well-organized markets for rented housing exist in most countries, the output of own-account housing services can be valued using the prices of the same kinds of services sold on the market with the general valuation rules adopted for goods and services produced on own account. In other words, the output of housing services produced by owner-occupiers is valued at the estimated rental that a tenant would pay for the same accommodation, taking into account factors such as location, neighbourhood amenities, etc. as well as the size and quality of the dwelling itself.” Eurostat and others (1993, p. 134).

However, the *System of National Accounts: 1993* follows Marshall (1898, p. 595) and does not extend the rental equivalence approach to consumer durables other than housing. This seemingly inconsistent treatment of durables is explained in the *SNA 1993* as follows:

“The production of housing services for their own final consumption by owner-occupiers has always been included within the production boundary in national accounts, although it constitutes an exception to the general exclusion of own-account service production. The ratio of owner-occupied to rented dwellings can vary significantly between countries and even over short periods of time within a single country, so that both international and intertemporal comparisons of the production and consumption of housing services could be distorted if no imputation were made for the value of own-account services.” Eurostat and others (1993, p. 126).

As mentioned earlier, the BLS uses the rental equivalence approach to price the use of owner occupied housing. This is an opportunity cost approach: the owner values the services yielded by his or her dwelling by the amount of rental income it could generate during each period. This seems to me to be a very reasonable approach but it could fail under two conditions:

(i) Rental markets for some classes of owner occupied housing could be nonexistent or very thin or

(ii) Rental markets for some classes of owner occupied housing could be unrepresentative of arms length transactions; e.g., expensive houses could be rented to “friends” at reduced rates in exchange for house sitting services.

If either of the two conditions listed above are relevant to the country’s housing markets, then the rental equivalence approach to the treatment of owner occupied housing will fail and in order to price the services yielded by owner occupied housing, it will be necessary to use an alternative opportunity cost approach: the user cost approach. We will now consider the user cost approach in more detail and contrast it to the acquisitions approach.

The *acquisitions approach* to the treatment of a consumer durable like housing is very
simple: if one unit of the good costs $P^0$ dollars and the reference group of households purchases $q^0$ units of it in period 0, then the observed total purchase cost $P^0q^0$ is attributed to period 0.

The problem with this approach is that the services of the purchased goods are not confined to period 0. By the definition of a durable good (it lasts longer than one period), the purchase will yield a flow of services to the consumer for periods that follow period 0. Thus it does not seem appropriate to charge the entire purchase price $P^0$ to the initial period of purchase. But how should the purchase price be distributed or allocated across periods? This is a fundamental problem of accounting, where a similar cost allocation problem occurs when a firm purchases a durable input.

One solution to this cost allocation problem is the historical cost accounting solution, which works as follows. If the durable good lasts $T + 1$ periods, then the cost accountant somehow obtains a set of $T + 1$ depreciation rates, $d_0, d_1, \ldots, d_T$, such that $d_0 + d_1 + \ldots + d_T = 1$. Then $d_tP^0$ is allocated to period $t$ for $t = 0, 1, 2, \ldots, T$.

Economists have tended to take a different approach to the cost allocation problem – an approach based on opportunity costs. Thus to determine the net cost of using the durable good during period 0, we assume that one unit of the durable good is purchased at the beginning of period 0 at the price $P^0$. The “used” or “second-hand” durable good can be sold at the end of period 0 at the price $P_s^0$. It might seem that a reasonable net cost for the use of one unit of the consumer durable during period 0 is its initial purchase price $P^0$ less its end of period 0 “scrap value” $P_s^0$. However, money received at the end of the period is not as valuable as money that is received at the beginning of the period. Thus in order to convert the end of period value into its beginning of the period equivalent value, it is necessary to discount the term $P_s^0$ by the term $1 + r^0$ where $r^0$ is the beginning of period 0 nominal interest rate that the consumer faces. Hence we define the period 0 user cost $u^0$ for the consumer durable as

$$u^0 = P^0 - P_s^0/(1 + r^0). \quad (99)$$

There is another way to view the user cost formula (99): the consumer purchases the durable at the beginning of period 0 at the price $P^0$ and charges himself or herself the rental price $u^0$. The remainder of the purchase price, $l^0$, defined as

$$l^0 = P^0 - u^0 \quad (100)$$

is regarded as an investment, which is to yield the appropriate opportunity cost of capital $r^0$ that the consumer faces. At the end of period 0, this rate of return could be realized provided that $l^0, r^0$ and the selling price of the durable at the end of the period $P_s^1$ satisfy the following equation:

126. This approach to the derivation of a user cost formula was used by Diewert (1974b) who in turn based it on an approach due to Hicks (1946; p. 326).
Given $P_s^1$ and $r^0$, (101) determines $I^0$, which in turn, given $P^0$, determines the user cost $u^0$ via (100).127

The user cost formula (99) can be put into more familiar form if we first define the period 0 economic depreciation rate $\delta$ and the period 0 ex post asset inflation rate $i^0$. Define $\delta$ by:

$$
(1 - \delta) \equiv \frac{P_s^1}{P^1}
$$

where $P_s^1$ is the price of a used asset at the end of period 0 and $P^1$ is the price of a new asset at the end of period 0. The period 0 inflation rate for the new asset $i^0$ is defined by:

$$
1 + i^0 \equiv \frac{P^1}{P^0}.
$$

Substituting (103) into (102) gives us the following formula for the end of period 0 used asset price:

$$
P_s^1 = (1 - \delta)(1 + i^0)P^0.
$$

Substitution of (104) into (99) yields the following expression for the period 0 user cost $u^0$:

$$
u^0 = \left[ (1 + r^0) - (1 - \delta)(1 + i^0) \right]P^0 / (1 + r^0) = \left[ r^0 - i^0 + \delta(1 + i^0) \right]P^0 / (1 + r^0). \quad (105)
$$

Note that $r^0 - i^0$ can be interpreted as a period 0 real interest rate and $\delta(1 + i^0)$ can be interpreted as an inflation adjusted depreciation rate.

The user cost $u^0$ is expressed in terms of prices that are discounted to the beginning of period 0. However, it is also possible to express the user cost in terms of prices that are “discounted” to the end of period 0. Thus define the end of period 0 user cost $p^0$ as:128

127. This derivation for the user cost of a consumer durable was also made by DIEWERT (1974b; p. 504).
128. CHRISTENSEN and JORGENSON (1969) derived a user cost formula similar to (106) in a different way. If the inflation rate $i$ equals 0, then the user cost formula (106) reduces to that derived by WALRAS (1954; p. 269) (first edition 1874). This zero inflation rate user cost formula was also derived by the industrial engineer A. HAMILTON CHURCH (1901; p. 907–908), who perhaps drew on the work of Matheson: “In the case of a factory where the occupancy is assured for a term of years, and the rent is a first charge on profits, the rate of interest, to be an appropriate rate, should, so far as it applies to the buildings, be equal (including the depreciation rate) to the rental which a landlord who owned but did not occupy a factory would let it for.” EWING MATHESON (1910; p. 169), first published in 1884.
\[ p^0 \equiv (1 + r^0)u^0 = [r^0 - i^0 + \delta(1 + r^0)]P^0 \]  

(106)

where the last equation follows using (105). In the case where the asset inflation rate \( i^0 \) is zero, the end of the period user cost defined by (106) reduces to:

\[ p^0 = (r^0 + \delta)P^0. \]  

(107)

If the historical cost depreciation rate \( d_0 \) is equal to the economic depreciation rate \( \delta \), it can be seen that the no inflation user cost \( p^0 \) is greater than the corresponding historical cost period 0 cost allocation, \( \delta P^0 \), by the amount of the interest rate term, \( r^0 P^0 \). It is this difference that explains why the user cost (or rental equivalence) approach to the consumption of consumer durables will tend to give a larger value for consumption than the acquisitions approach, as we shall see shortly.

Abstracting from transactions costs and inflation, it can be seen that the end of the period user cost defined by (107) is an approximate rental cost; i.e., the rental cost for the use of a consumer (or producer) durable good should equal the opportunity cost of the capital tied up, \( r^0 P^0 \), plus the decline in value of the asset over the period, \( \delta P^0 \). When asset inflation is brought into the picture, the situation is more complicated. As it stands, the end of the period user cost formula (106) is an ex post (or after the fact) user cost: we cannot calculate the asset inflation rate \( i^0 \) until we have reached the end of period 0. Formula (106) can be converted into an ex ante (or before the fact) user cost formula if we interpret \( i^0 \) as an anticipated asset inflation rate. The resulting formula should approximate a market rental rate for the asset under inflationary conditions.

Note that in the user cost approach to the treatment of consumer durables, the entire user cost formula (106) is the period 0 price. Thus in the time series context, it is not necessary to deflate each component of the formula separately; the period 0 price \( p^0 \equiv [r^0 - i^0 + \delta(1 + r^0)]P^0 \) is compared to the corresponding period 1 price, \( p^1 = [r^1 - i^1 + \delta(1 + i^1)]P^1 \) and so on.

We now want to compare the user cost approach to the treatment of consumer durables to the acquisitions approach. Obviously, in the short run the value flows associated with each approach could be very different. For example, if real interest rates, \( r^0 - i^0 \), are very high and the economy is in a severe recession or depression, then purchases of new consumer durables, \( Q^0 \) say, could be very low and even approach 0 for very long lived assets, like houses. On the other hand, using the user cost approach, existing stocks of consumer durables would be carried over from previous periods and priced out at the appropriate user costs and the resulting consumption value flow could be quite large. Thus in the short run, the monetary values of consumption under the two approaches could be vastly different. Hence, we will restrict ourselves in what follows to a (hypothetical) longer run comparison.129

129. The following material is taken from DIEWERT (2001a).
Suppose that in period 0, the reference population of households purchased \( q^0 \) units of a consumer durable at the purchase price \( P^0 \). Then the period 0 value of consumption from the viewpoint of the acquisitions approach is:

\[
V_A^0 \equiv P^0 q^0. \tag{108}
\]

Recall that the end of period user cost for one new unit of the asset purchased at the beginning of period 0 was \( p^0 \) defined by (106) above. In order to simplify our analysis, we assume declining balance depreciation; i.e., at the beginning of period 0, a one period old asset is worth \( (1 - \delta)P^0 \); a two period old asset is worth \( (1 - \delta)^2 P^0 \); \ldots; a \( t \) period old asset is worth \( (1 - \delta)^t P^0 \); etc. Under these hypotheses, the corresponding end of period 0 user cost for a new asset purchased at the beginning of period 0 is \( p^0 \); the end of period 0 user cost for a one period old asset at the beginning of period 0 is \( (1 - \delta)p^0 \); the corresponding user cost for a two period old asset at the beginning of period 0 is \( (1 - \delta)^2 p^0 \); \ldots; the corresponding user cost for a \( t \) period old asset at the beginning of period 0 is \( (1 - \delta)^t p^0 \); etc.\(^{130}\) Our final simplifying assumption is that household purchases of the consumer durable have been growing at the geometric rate \( g \) into the indefinite past. This means that if household purchases of the durable were \( q^0 \) in period 0, then in the previous period they purchased \( q^0/(1 + g) \) new units; two periods ago, they purchased \( q^0/(1 + g)^2 \) new units; \ldots; \( t \) periods ago, they purchased \( q^0/(1 + g)^t \) new units; etc. Putting all of these assumptions together, it can be seen that the period 0 value of consumption from the viewpoint of the user cost approach is:

\[
V_U^0 \equiv p^0 q^0 + [(1 - \delta)p^0 q^0/(1 + g)] + [(1 - \delta)^2 p^0 q^0/(1 + g)^2] + \ldots \tag{109}
\]

summing the infinite series

\[
= (1 + g)(g + \delta)^{-1} p^0 q^0 \tag{110}
\]

using (10).

We simplify (110) by letting the asset inflation rate \( i^0 \) be 0 (so that \( r^0 \) can be interpreted as a real interest rate) and we take the ratio of the user cost flow of consumption (110) to the acquisitions measure of consumption in period 0, (108):

\[
V_U^0/V_A^0 = (1 + g)(r^0 + \delta)/(g + \delta). \tag{111}
\]

\(^{130}\) For most consumer durables, the one hoss shay assumption for depreciation is more realistic than the declining balance model. To see the sequence of one hoss shay user costs, see HULTEN (1990) and DIEWERT and LAWRENCE (2000).
Using formula (111), it can be seen that if $1 + g > 0$ and $\delta + g > 0$, then $V_U^0/V_A^0$ will be greater than unity if

$$r^0 > g(1 - \delta)/(1 + g),$$

(112)
a condition that will usually be satisfied.\(^{131}\) Thus under normal conditions and over a longer time horizon, household expenditures on consumer durables using the user cost approach will tend to exceed the corresponding money outlays on new purchases of the consumer durable. The difference between the two approaches will tend to grow as the life of the asset increases (i.e., as the depreciation rate $\delta$ decreases).

To get a rough idea of the possible magnitude of the value ratio for the two approaches, $V_U^0/V_A^0$, we evaluate (111) for a “housing” example where the depreciation rate is 2% (i.e., $\delta = .02$), the real interest rate is 4% (i.e., $r^0 = .04$) and the growth rate for the production of new houses is 1% (i.e., $g = .01$). In this base case, the ratio of user cost expenditures on housing to the purchases of new housing in the same period, $V_U^0/V_A^0$, is 2.02. If we increase the depreciation rate to 3%, then $V_U^0/V_A^0$ decreases to 1.77; if we decrease the depreciation rate to 1%, then $V_U^0/V_A^0$ increases to 2.53. Again looking at the base case, if we increase the real interest rate to 5%, then $V_U^0/V_A^0$ increases to 2.36 while if we decrease the real interest rate to 3%, then $V_U^0/V_A^0$ decreases to 1.68. Finally, if we increase the growth rate for new houses to 2%, then $V_U^0/V_A^0$ decreases to 1.53 while if we decrease the growth rate to 0, then $V_U^0/V_A^0$ increases to 3.00. Thus an acquisitions approach to housing in the CPI is likely to give about one half the expenditure weight that a user cost approach would give.

For shorter lived assets, the difference between the acquisitions approach and the user cost approach will not be so large and hence justifies the acquisitions approach as being approximately “correct” as a measure of consumption services.\(^{132}\)

We conclude this section by listing some of the problems and difficulties that might arise in implementing a user cost approach to purchases of owner occupied housing.

---

131. Note that if the real interest rate $r_0$ equals $g$, the real rate of growth in housing investment, then from (111), $V_U^0/V_A^0 = (1 + g)$ and the acquisitions approach will be more or less equivalent to the user cost approach over the long run.

132. The simplified Icelandic user cost approach should be considered for other consumer durables as well. In formula (111), let $r^0 = .04$, $g = .01$ and $\delta = .15$ and under these conditions, $V_U^0/V_A^0 = 1.20$; i.e., for a declining balance depreciation rate of 15%, the user cost approach will give us an estimated value of consumption that is 20% higher than the acquisitions approach under the conditions specified. Thus for consumer durable depreciation rates that are lower than 15%, it would be useful for the statistical agency to produce Icelandic user costs for these goods and for the national accounts division to produce the corresponding consumption flows as “analytic series”. It should be noted that this extends the present national accounts treatment of housing to other long lived consumer durables. Note also that this revised treatment of consumption in the national accounts would tend to make rich countries richer, since poorer countries hold fewer long lived consumer durables on a per capita basis.
• It is difficult to determine what the relevant nominal interest rate $r^l$ is for each household. It may be necessary to simply use a benchmark interest rate that would be determined by either the government, a national statistical agency or an accounting standards board.

• It is difficult to determine what the relevant depreciation rate is for housing. For example, the Bureau of Economic Analysis in the U.S. assumes that the declining balance depreciation rate for housing in the U.S. is 1.2% per year. Using Statistics Canada data on investment in residential construction in Canada for the years 1926 to 1999 as well as data from the Statistics Canada National Balance Sheet Accounts on the value of residential structures, we estimate that the comparable declining balance depreciation rate for residential structures in Canada is 2.9% per year. This is a huge difference in depreciation rates and is probably not justified.

• The user cost of housing is made up of two main parts: the user cost of structures and the user cost of the land that the dwelling sits on. Constructing the user cost of land is simpler than constructing the user cost of structures since we can assume that the land depreciation rate is zero. However, we still have to worry about the treatment of capital gains on land.

• Ex post user costs will be too volatile to be acceptable to users and hence an ex ante user cost concept will have to be used. This creates difficulties in that different national statistical agencies will generally make different assumptions and use different methods in order to construct forecasted structures and land inflation rates and hence the resulting ex ante user costs of housing may not be comparable across countries.

• The user cost formula (106) must be generalized to accommodate various taxes that may be associated with the purchase of a durable or with the continuing use of the durable.

• A final problem with the user cost approach to valuing the services of owner occupied housing concerns the treatment of renovation expenditures. In most cases, renovation expenditures will yield a benefit to the home owner for a period longer than a

133. As mentioned earlier, it is not necessary to assume declining balance depreciation in the user cost approach: any pattern of depreciation can be accommodated, including one hose day depreciation, where the durable yields a constant stream of services over time until it is scrapped. See Diewert and Lawrence (2000) for some empirical examples for Canada using different assumptions about the form of depreciation.

134. Goodhart (2001; F351) comments on the practical difficulties of using ex post user costs for housing as follows: "An even more theoretical user cost approach is to measure the cost foregone by living in an owner occupied property as compared with selling it at the beginning of the period and repurchasing it at the end... But this gives the absurd result that as house prices rise, so the opportunity cost falls; indeed the more virulent the inflation of housing asset prices, the more negative would this measure become. Although it has some academic aficionados, this flies in the face of common sense: I am glad to say that no country has adopted this method."

135. For additional material on the difficulties involved in constructing ex ante user costs, see Diewert (1980; p. 475–486). For empirical comparisons of different user cost formulae, see Harper, Berndt and Wood (1989) and Diewert and Lawrence (2000).

136. For example, property taxes are associated with the use of housing services.
year and hence, in principle, all such expenditures should be capitalized and depreciated over time.\textsuperscript{137}

In view of the difficulties involved in obtaining comparable user costs across EU countries, it may be useful to implement the very simple version of the theory that is used by Iceland in its CPI. In this implementation of user cost theory, the following simplified user cost formula is used:

\[ p'_S = (r^* + \delta_S + \tau'_S)P'_S \] (113)

where \( p'_S \) is the period \( t \) user cost for housing structures, \( P'_S \) represents a period \( t \) price index for new structures, \( r^* \) is an assumed real interest rate, \( \delta_S \) is an assumed declining balance depreciation rate for structures and \( \tau'_S \) is the period \( t \) property tax rate on structures.\textsuperscript{138} In addition to the above structures user cost, there is also a user cost for the land that the structures sit on:

\[ p'_L = (r^* + \tau'_L)P'_L \] (114)

where \( p'_L \) is the period \( t \) user cost for housing land, \( P'_L \) represents a period \( t \) price index for housing land, \( r^* \) is the assumed real interest rate and \( \tau'_L \) is the period \( t \) property tax rate on housing land.\textsuperscript{139}

While the above Icelandic user cost of housing approach to the treatment of owner occupied housing is not conceptually perfect, it does give a reasonable approximation to an ex ante user cost approach. Moreover, this approach would be comparable across countries (if the same real interest rate \( r^* \) were chosen and if the structures depreciation rates \( \delta_S \) were not too different) and it would probably be acceptable to users, since users in Iceland have not complained.\textsuperscript{140}

\textsuperscript{137} “Normal” maintenance expenditures can be immediately expensed and hence should appear as a separate CPI category (that can be associated with housing expenditures). However, it may be difficult to distinguish between renovation expenditures (that can be capitalized and then depreciated over time) and maintenance expenditures. Also, if there are changes over time in the intensity of maintenance expenditures or renovation expenditures, this will affect the depreciation rate for housing structures.

\textsuperscript{138} This term could also include insurance premiums for the structure.

\textsuperscript{139} The Icelandic owner occupied housing user cost model in actual fact has only one user cost that covers both the structure and the land that the structure sits on. The real interest rate that is used is approximately 4\% per year and the combined depreciation rate for land and structures is assumed to equal 1.25\% per year. The depreciation rate for structures alone is estimated to be 1.5\% per year. Property taxes are accounted for separately in the Icelandic CPI. Housing price information is provided by the State Evaluation Board based on property sales data of both new and old housing. The SEB also estimates the value of the housing stock and land in Iceland, using a hedonic regression model based on property sales data. The value of each household’s dwelling is collected in the Household Budget Survey.

\textsuperscript{140} Personal communication with Rósmundur Gudnason from Statistics Iceland. Gudnason also notes that the housing rentals part of the Icelandic CPI has closely tracked the user cost estimates for owner occupied housing in recent years. Gudnason also states that “the Icelandic Central Bank considers the inclusion of housing in this way into the CPI as one of the most important parts for their monetary targeting.”
Given the importance of owner occupied housing in many EU countries, the recommendations that seem to follow from the discussion above are:

- The HICP should attempt to implement the acquisitions approach, the rental equivalence approach and the simplified Icelandic user cost approach to the treatment of owner occupied housing. Users can then decide which approach best suits their purpose.
- Any one of the three approaches could be chosen as the approach that would be used in the "headline" HICP. The other two approaches would be made available to users as "analytic tables".
- It may be that the rental equivalence approach fails due to thinness (or nonrepresentativeness) of rental markets for some types of owner occupied housing. However, I would still recommend that the HICP construct rental equivalence estimates for the value of owner occupied housing services since these estimates will be needed for national accounts purposes in any case. Users could be alerted to the weakness of these estimates.

We turn now to our final difficult measurement issue in the HICP (or in any national CPI for that matter): namely, the treatment of seasonal commodities in the index.

7.6. The Treatment of Seasonal Commodities

Seasonal commodities are commodities whose consumption varies substantially and systematically as the month of the year changes. A strongly seasonal commodity is one where the commodity is simply not available at certain seasons of the year. Seasonal commodities usually comprise 20 to 30 per cent of the commodities in a typical CPI.

Obviously, strongly seasonal commodities cause difficulties for the HICP or any monthly CPI: how can we compare the price of a commodity in a month when it is available to its (nonexistent) price in a month when it is not available in the marketplace? Even if a seasonal commodity is available for all months in a year, the fact that monthly quantities vary substantially creates difficulties for a typical CPI since the base period expenditure weights are usually annual average expenditures for that base year. Hence for at least some months of the year, these annual average weights will not reflect actual base period expenditures for that month for the seasonal commodity under consideration.

What are possible solutions to the problem of seasonal commodities in the CPI? 141

141. We will not cover imputation techniques as a possible solution to the seasonal unavailability of prices. For recent surveys of imputation techniques, see Armknecht and Maitland-Smith (1999) and Feenstra and Diewer (2000).
If our goal is to construct an annual index, then there is a satisfactory theoretical solution that will enable us to deal with seasonal commodities. This solution is due to Mudgett (1955) and Stone (1956): simply regard each commodity in each month as a separate commodity and then use normal index number methodology to compare the twelve months of price data in the current year with the corresponding twelve months of data in the base year. Thus if there are $N$ monthly commodities in the domain of definition of the index, the index number formula will compare the $12N$ prices in the current year with the corresponding $12N$ prices in the base year.

Dievert (1983c) took the Mudgett Stone approach one step further: he argued that the price data pertaining to the last 12 months could be compared with the corresponding monthly data in the base year so that each month, the statistical agency could produce such a moving year price index. The resulting monthly series is a nice seasonally adjusted series but it is not subject to the arbitrariness that plagues existing seasonal adjustment procedures. The main disadvantage of this method is that it requires monthly population expenditure information for the base year if the usual Laspeyres methodology is used and if a superlative index is calculated, then monthly expenditure weight information is required on an ongoing basis. Unfortunately, the typical consumer expenditure survey that collects population expenditure weights is usually quite expensive and not particularly accurate. Thus in order to calculate moving year superlative indexes, it will be necessary for the HICP to invest in a continuing consumer expenditure survey or to make use of national accounts information and produce these moving year superlative indexes with a lag.

There is another major problem with the moving year price index concept: namely, it will not tell us very much about short term month to month movements in prices. Hence in addition to constructing moving year indexes, it will be necessary to also construct a separate month to month index but omitting strongly seasonal commodities. There are a number of ways in which this month to month index could be implemented. Conceptually, the “best” way of proceeding would be to construct month to month chained superlative indexes using current price and quantity information on the set of commodities that are available in the two consecutive months. However, given the difficulties in obtaining current month quantity weights on a timely basis, it may be necessary to use lagged monthly quantity weights or lagged monthly expenditure shares as proxies for current period information.

142. In order to obtain a centered seasonally adjusted series, it will be necessary to wait 7 months. However, traditional statistical methods of seasonal adjustment usually require 18 months of additional data before seasonally adjusted estimates are finalized. For an empirical example of the moving year method and its theoretical consistency with economic theory, see Dievert (1996) (1999). For additional examples of the method and a discussion of the advantages and disadvantages of this index number method of seasonal adjustment compared to traditional econometric methods of seasonal adjustment, see Alterman, Dievert and Feenstra (1999).

143. Alternatively, various forecasting methods could be used in order to predict current period expenditure shares.
monthly expenditure data for a base year can be used to construct *Laspeyres like or Paasche like* indexes for consecutive months in the current year. Thus let \( s_n^0,m \) be the expenditure share of commodity \( n \) in month \( m \) of the base year 0 (so that \( \sum_{n=1}^{N} s_n^0,m = 1 \) for \( m = 1, \ldots, 12 \)). Using the base year expenditure share for commodity \( n \) in month \( m \), \( s_n^0,m \), as an approximation to the corresponding year \( t \) expenditure share for commodity \( n \) in month \( m \), \( s_n^t,m \), leads to the following *approximate chain link Laspeyres index* comparing prices in month \( m \) to month \( m + 1 \) in year \( t \):

\[
P_{AL}^t,m,m+1 = \sum_{n=1}^{N} s_n^0,m \frac{p_n^t,m+1}{p_n^t,m}; \quad m = 1, 2, \ldots, 11
\]

where \( p_n^t,m \) is the price of commodity \( n \) in month \( m \) of year \( t \).144 In a similar manner, using the base year expenditure share for commodity \( n \) in month \( m + 1 \), \( s_n^0,m+1 \), as an approximation to the corresponding year \( t \) expenditure share for commodity \( n \) in month \( m + 1 \), \( s_n^t,m+1 \), leads to the following *approximate chain link Paasche index* comparing prices in month \( m \) to month \( m + 1 \) in year \( t \):

\[
P_{AP}^t,m,m+1 = \left\{ \sum_{n=1}^{N} s_n^0,m+1 \left[ \frac{p_n^t,m+1}{p_n^t,m} \right]^{-1} \right\}^{-1}; \quad m = 1, 2, \ldots, 11.
\]

Once approximate Laspeyres and Paasche links have been constructed, we can define the *approximate chain link Fisher index* comparing prices in month \( m \) to month \( m + 1 \) in year \( t \) as the geometric mean of the two indexes defined by (115) and (116) above:

\[
P_{AF}^t(m, m+1, s^0,m, s^0,m+1) \equiv \left\{ \sum_{n=1}^{N} s_n^0,m \left[ \frac{p_n^t,m+1}{p_n^t,m} \right] \right\}^{1/2} \left\{ \sum_{n=1}^{N} s_n^0,m+1 \left[ \frac{p_n^t,m+1}{p_n^t,m} \right]^{-1} \right\}^{-1/2}
\]

where \( p_n^t,m \) and \( p_n^t,m+1 \) are vectors of the year \( t \) prices in months \( m \) and \( m + 1 \) respectively and \( s_n^0,m \) and \( s_n^0,m+1 \) are vectors of the year 0 expenditure shares in months \( m \) and \( m + 1 \) respectively.

The advantage of the approximate Fisher index defined by (117) over the approximate Laspeyres and Paasche indexes defined by (115) and (116) is that the former index satisfies the following important *time reversal test* whereas the latter indexes do not:

\[
P_{AF}^t(m, m+1, s^0,m, s^0,m+1)P_{AF}(p^t,m+1, s^0,m+1, s^0,m) = 1.
\]

Thus using the approximate Fisher index, it does not matter whether we use month \( m \) or month \( m + 1 \) as the base month: we get essentially the same answer either way.

144. If \( m = 12 \), then the price ratios in (115) become \( p_n^{t,12}/p_n^{t,12} \).
The same approximation of current month expenditure shares by base month expenditure shares could be used in order to define an approximate Törnqvist Theil chain link index, $P_{AT}$, that compares the prices in month $m$ to month $m+1$ of year $t$:

$$\ln P_{AT}(p_{t}^{m}, p_{t}^{m+1}, s^{0,m}, s^{0,m+1}) \equiv \sum_{n=1}^{N} (1/2)(s_{n}^{0,m} + s_{n}^{0,m+1}) \ln [p_{n}^{m+1}/p_{n}^{m}];$$

$$m = 1, 2, \ldots, 11. \quad (119)$$

Finally, recalling formula (23) for the Walsh price index, we can define an approximate Walsh chain link index, $P_{AW}$, that compares the prices in month $m$ to month $m+1$ of year $t$ as follows:

$$P_{AW}(p_{t}^{m}, p_{t}^{m+1}, s^{0,m}, s^{0,m+1})$$

$$\equiv \sum_{n=1}^{N} (s_{n}^{0,m} s_{n}^{0,m+1})^{1/2} [p_{n}^{m+1}/p_{n}^{m}]^{1/2} / \sum_{j=1}^{N} (s_{j}^{0,m} s_{j}^{0,m+1})^{1/2} [p_{j}^{m+1}/p_{j}^{m}]^{1/2}. \quad (120)$$

It is straightforward to show that the approximate Walsh and approximate Törnqvist Theil indexes defined by (119) and (120) both satisfy the time reversal test (118).

If current monthly expenditure share information is not available, then in order to deal adequately with seasonal commodities in the context of producing a short term month to month consumer price index, I would recommend the use of monthly chaining, using one of the three approximate formulae $P_{AF}, P_{AT}$ or $P_{AW}$ defined by (118)–(120) above. If monthly expenditure shares do not change much going from the base year 0 to the current year $t$, then these approximate indexes will approximate their Fisher, Törnqvist Theil and Walsh counterparts fairly closely and the latter indexes were the three indexes that emerged as being "best" from four different approaches to index number theory. This is the first major recommendation that emerges from the analysis that was presented in this section.

A short term month to month CPI cannot deal adequately with strongly seasonal commodities; i.e., commodities which are not available in all months of the year. In order to deal with this problem, our second recommendation is that a moving year index be produced, where the prices in the past 12 months would be compared with their counterpart seasonal prices in a base year. Ideally, one of our three "best" index number formulae would be used in order to construct this moving year index but since information

145. As usual, if $m = 12$, then the price ratios in (119) become $p_{n}^{t+1,1}/p_{n}^{t,12}$.

146. A word of caution is in order here. These month to month chained indexes should be cumulated over 12 months and compared to their year over year counterparts, which will normally be much more accurate. If the cumulated indexes differ considerably from their year over year counterparts, then at least some of the seasonal commodities should be dropped from the domain of definition of the month to month index until there is a reasonable correspondence between the cumulated month to month indexes and their year over year counterparts.
on current year expenditures is not likely to be available on a timely basis, it may be useful to construct a preliminary version of this moving year index. Such a preliminary version could be constructed adapting the techniques we used in order to construct the three approximate formulae, (118)-(120). In other words, the prices pertaining to the last 12 months would be compared to their base year counterparts but the monthly expenditure shares that are used in the various formulae would be replaced by the monthly expenditure shares for the most recent year available.

Our final recommendation emerges from the prior two recommendations. Both the short term month to month index and the moving year index will require monthly information on consumer expenditures, ideally on an ongoing basis. Hence our final recommendation is that an ongoing consumer expenditure survey be funded that is large enough so that monthly expenditure shares can be estimated with some degree of accuracy.

8. CONCLUSION

In this paper, we have discussed various domains of definition that might be used as the set of transactions for a harmonized inflation index. Our preference is to use the broad domains that are suggested by the system of national accounts (rather than inventing a new index that does not fit into the national accounting framework), noting that imports should be treated as a primary input rather than as a negative export. In practice, the set of consumer final demand expenditures \( C \) (or a somewhat larger aggregate of final demand expenditures up to \( C + G + I + X \)) is a suitable domain of definition for a harmonized inflation index.

Since central bankers and monetary economists are not usually specialists in index number theory, we reviewed four main approaches to index number theory in some detail in section 5 above. These four approaches led to three index number formulae as being "best" and fortunately, these three formulae will approximate each other quite closely using normal time series data. Hence, it is not necessary to make a definite choice between the four alternative approaches.

In section 6, we reviewed the methodology used by the HICP and pointed out a few problems that should perhaps be addressed.

In section 7, we looked at the main problems that make the construction of a Harmonized Index of Consumer Prices difficult. These problem areas are:

- The treatment of quality change;
- Variations in the frequency of rebasing across countries;
- The use of the Laspeyres formula at higher levels of aggregation which is subject to substitution or representativity bias;
- The lack of quantity or expenditure weights at lower levels of aggregation that seems to lead to a substantial overestimate of inflation (in many cases) at the elementary level of aggregation;
• The treatment of owner occupied housing; and
• The treatment of seasonal commodities.

We have attempted to address many of the above problems in the text above. Even if our suggested solutions turn out to be off the mark, there is a need for the HICP to provide users with a systematic overview of its methodology.¹⁴⁷

Finally, we noted that in many cases, there is a need for users to have access to more than one index: e.g., recall our discussions of owner occupied housing and the treatment of seasonal commodities. I have no problem with the HICP declaring that one particular index should be its “official” index, but I would hope that alternative indexes could be provided as analytical tables for interested users.
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SUMMARY

The Harmonized Index of Consumer Prices (HICP) is the single most important indicator of inflation used by the European Central Bank. Sections 2 to 4 of the paper look at the theory of inflation indexes that could be used as target indexes of inflation. A Consumer Price Index (CPI) emerges as perhaps the most useful target index. Four different approaches to index number theory are reviewed and the “best” index number formula from each perspective is determined. Section 6 looks at the methodology of the HICP in the light of the previous sections. Section 7 looks at some of the difficult measurement problems that must be addressed in a CPI or an HICP. These problems include the treatment of quality change, substitution or representativity bias, chained versus fixed base indexes, the choice of formula at the lowest level of aggregation and the treatment of owner occupied housing and seasonal commodities.
ZUSAMMENFASSUNG


RÉSUMÉ

L'indice harmonisé des prix à la consommation (HICP) est le seul indice d'inflation utilisé par la banque centrale européenne. Les sections 2 et 4 de cet article présentent les indices d'inflation qui pourraient en théorie être utilisés comme des indices cibles d'inflation. L'indice des prix à la consommation (CPI) ressort comme l'indice cible probablement le plus adéquat. Après un aperçu de quatre différentes approches de la théorie des nombres d'indices, l'on déterminera la "meilleure" formule de chacune des perspectives. La section 6 analyse la méthodologie de l'HICP à la lumière des sections précédentes. Quelques problèmes de mesure difficile devant être pris en considération dans un CPI ou un HICP sont traités dans la section 7. Ces problèmes concernent la gestion du changement de qualité, de la déformation de substitution ou de représentativité, des indices en chaine contre les indices à base fixe, le choix de formule au niveau le plus bas d'agrégation, la gestion de logements occupés par le propriétaire et les biens saisonniers.